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Chapter 1: Basic Solver Capability Theory

This chapter describes the mathematical equations used to model fluid flow, heat, and mass transfer

in Ansys CFX for single-phase, single and multi-component flow without combustion or radiation. It is
designed to be a reference for those users who desire a more detailed understanding of the mathem-
atics underpinning the CFX-Solver, and is therefore not essential reading. It is not an exhaustive text

on CFD mathematics; a reference section is provided should you want to follow up this chapter in more
detail.

This chapter describes:
1.1.Documentation Conventions
1.2.Governing Equations
1.3.Buoyancy
1.4.Immersed Solids
1.5.Multicomponent Flow
1.6. Additional Variables
1.7.Rotational Forces
1.8.Sources
1.9.Boundary Conditions
1.10. Automatic Time Scale Calculation
1.11.Mesh Adaption
1.12.Flow in Porous Media
1.13.Wall and Boundary Distance Formulation

1.14.Wall Condensation Theory
For information on dealing with multiphase flow:
+ Multiphase Flow Theory (p. 179)
+ Particle Transport Theory (p. 245)
For information on combustion and radiation theory:
+ Combustion Theory (p. 305)
+ Radiation Theory (p. 345)
Descriptions of the theory for other physical models are provided in:
+ Turbulence and Wall Function Theory (p. 99)

+ GGl and MFR Theory (p. 167)
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+ Transient Blade Row Modeling Theory (p. 171)

+ Electromagnetic Hydrodynamic Theory (p. 357)

*+ Rigid Body Theory (p. 363)

+ Discretization and Solution Theory (p. 367)

Recommended books for further reading on CFD and related subjects:

+ Further Background Reading in the CFX Introduction

1.1. Documentation Conventions

The topics in this section are:
+ Dimensions (p. 22)

« List of Symbols (p. 22)

+ Variable Definitions (p. 27)

« Mathematical Notation (p. 40)

1.1.1.Dimensions

Throughout this manual, dimensions are given in terms of the fundamental magnitudes of length
(L), mass (M), time (T), temperature (@) and chemical amount (A).

1.1.2. List of Symbols

This section lists symbols used in this chapter, together with their meanings, dimensions and where
applicable, values. Dimensionless quantities are denoted by 1.The values of physical constants (or

their default values) are also given.

More information on the notation used in the multiphase and multicomponent chapters is available:

+ Multiphase Notation (p. 179)

+ Multicomponent Notation (p.61).

Symbol Description Dimensions Value
Cg linear energy source MLIT301
coefficient
Cr1 linear resistance coefficient ML3T!
Cry quadratic resistance M4
coefficient
C. k- turbulence model 1.44
constant
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Symbol Description Dimensions Value

Ccrne RNG .kT‘E turbulence model 1,42—fh
coefficient

Ce, k-¢ turbulence model 1.92
constant

C.orne  RNG k-¢ turbulence model 1.68
constant

Cu k- turbulence model 0.09
constant

Curs Reynolds Stress model
constant

CurNG RNG k-¢ turbulence model 0.085
constant

c fluid speed of sound LT!

CaACR concentration of components M3
A and B (that is, mass per
unit volume of components
A and B (single-phase flow))

Cg Reynolds Stress model 0.22
constant

Cp specific heat capacity at L’T2@!
constant pressure

cy specific heat capacity at L’T2@!
constant volume

Ce1 Reynolds Stress model 1.45
constant

Cer Reynolds Stress model 1.9
constant

D,p binary diffusivity of 2T L
component A in component
B

Dy kinematic diffusivity of an LT
Additional Variable, I',/ p

d distance or length L

E constant used for near-wall 9.793
modeling

fﬂ Zero Equation turbulence 0.01
model constant

fh RNG-k-¢ turbulence model
coefficient

g gravity vector LT?
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Symbol Description Dimensions Value
hhat specific static L2 T2 For details,
(thermodynamic) enthalpy see Static
Enthalpy (p. 28).
Ha Hartmann Number: the ratio
of the Lorentz forces to the
viscous forces.
1
Ha=BL(%)’
h. heat transfer coefficient MT3e!
heot specific total enthalpy L2 T2 For details,
see Total
Enthalpy (p. 30).
k turbulence kinetic energy per L2 T2
unit mass
M local Mach number, U/ ¢
m mass flow rate MT!
P, shear production of MLIT3
turbulence
|2 static (thermodynamic) ML T2 For details,
pressure see Static
Pressure (p. 28).
Dot reference pressure MLT? For details,
see Reference
Pressure (p. 27).
Do total pressure ML T2 For details,
see Total
Pressure (p. 34).
p’ modified pressure ML1T? For details,
see Modified
Pressure (p. 28).
R, universal gas constant L'T2eL! 8314.5
UL
Re Reynolds number, Resz
Re , Magnetic Reynolds Number:
the ratio between the
magnetic advection and
magnetic diffusion.
Rey=ogu, UL
r location vector L
I'a volume fraction of phase
Sg energy source MLIT3

24

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information

of ANSYS, Inc. and its subsidiaries and dffiliates.



Documentation Conventions

Symbol Description Dimensions Value
Sy momentum source ML2T?
Sus mass source ML3T!
Sc, turbulent Schmidt number,
.Ut/Ft
St Stanton number
Sap mass flow rate from phase a MTL
to phase ﬁ.
T,Ty,  static (thermodynamic) 0 For details,
temperature see Static
Temperature (p. 30).
T 4om domain temperature (0] For details,
see Domain
Temperature (p. 30).
T o buoyancy reference %)
temperature used in the
Boussinesq approximation
Tsat saturation temperature %)
Tiot total temperature ) For details,
see Total
Temperature (p. 31).
U vector of velocity Uy, LT!
U velocity magnitude LT!
fluctuating velocity LT
component in turbulent flow
Wye fluid viscous and body force MLITS3
work term
w molecular weight (Ideal Gas
fluid model)
Y mass fraction of component
A in the fluid
a used as a subscript to
indicate that the quantity
applies to phase a
B used as a subscript to
indicate that the quantity
applies to phase 8
B coefficient of thermal o1
expansion (for the Boussinesq
approximation)
ﬂRNG RNG k-¢ turbulence model 0.012

constant
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Symbol Description Dimensions Value

r diffusivity MLIT?!

'y molecular diffusion ML IT?
coefficient of component A

Iy dynamic diffusivity of an MLIT?
Additional Variable

I turbulent diffusivity MLIT!

) identity matrix or Kronecker
Delta function

£ turbulence dissipation rate LIT3

4 bulk viscosity MLIT!

K Von Karman constant 0.41

A thermal conductivity MLT36!

u molecular (dynamic) viscosity MLIT?

U, magnetic permeability MLT 2A2

K, turbulent viscosity MLIT?

Ko effective viscosity, u+ K, MLIT!

p density ML3

Pr laminar Prandtl number,
cpu/ A

Pr turbulent Prandtl number,
Cp I’lt/ At

og electrical conductivity M1.-3T3A2

Oy turbulence model constant 1.0
for the k equation

O k-& turbulence model 1.3
constant

o, k-w turbulence model 2
constant

ORs Reynolds Stress model
constant

OLRNG RNG k-¢ turbulence model 0.7179
constant

O:RNG RNG k-¢ turbulence model 0.7179
constant

T shear stress or sub-grid scale ML1T?
stress

molecular stress tensor
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Symbol Description Dimensions Value
v specific volume M1
® Additional Variable ML3

(non-reacting scalar)

[0 general scalar variable
W angular velocity T!
1.1.2.1. Subscripts

Quantities that appear with subscripts A, B, C refer to that quantity for component 4, B, C in a
multicomponent fluid.

Quantities that appear with subscripts a, B, y refer to that quantity for phase a, 8, y in a multiphase
flow.

Such quantities are used only in the chapters describing multicomponent and multiphase flows.
« Multicomponent Flow (p.61)

+ Multiphase Flow Theory (p. 179)
1.1.3.Variable Definitions

1.1.3.1.Isothermal Compressibility

The isothermal compressibility defines the rate of change of the system volume with pressure. For
details, see Variables Relevant for Compressible Flow in the CFX Reference Guide.

3)(%),

1.1.3.2.Isentropic Compressibility

Isentropic compressibility is the extent to which a material reduces its volume when it is subjected
to compressive stresses at a constant value of entropy. For details, see Variables Relevant for
Compressible Flow in the CFX Reference Guide.

%)

1.1.3.3. Reference Pressure

The Ref er ence Pressur e Equation 1.3 (p. 27) is the absolute pressure datum from which all
other pressure values are taken. All relative pressure specifications in Ansys CFX are relative to the
Ref er ence Pressur e. For details, see Setting a Reference Pressure in the CFX-Solver Modeling
Guide.

P (1.3)

ref
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1.1.3.4.Static Pressure

CFX solves for the relative St ati ¢ Pr essur e (thermodynamic pressure) Equation 1.4 (p. 28) in
the flow field, and is related to Absol ut e Pr essur e Equation 1.5 (p. 28).

pstat (1.4)
pabs=pstat+pref (1.5)

1.1.3.5. Modified Pressure

A modified pressure is used in the following circumstances:

« When certain turbulence models are used, (for example k-¢, k-w, and Reynolds Stress), the
modified pressure includes an additional term due to the turbulent normal stress. For details,
see Equation 2.14 (p. 102).

+ When buoyancy is activated, the modified pressure excludes the hydrostatic pressure field. For
details, see Buoyancy and Pressure.

1.1.3.6. Static Enthalpy

Specific static enthalpy Equation 1.6 (p. 28) is a measure of the energy contained in a fluid per unit
mass. Static enthalpy is defined in terms of the internal energy of a fluid and the fluid state:

p
hstat= ustat+ pstat (1 '6)
stat

When you use the thermal energy model, the CFX-Solver directly computes the static enthalpy.
General changes in enthalpy are also used by the solver to calculate thermodynamic properties
such as temperature. To compute these quantities, you need to know how enthalpy varies with
changes in both temperature and pressure. These changes are given by the general differential
relationship Equation 1.7 (p. 28):

_(9h Oh
dh=( T)pdT+(ap)po (1.7)
which can be rewritten as Equation 1.8 (p. 28)
d
dh=c,dT+5 [1+%(a—§’1) ]dp (1.8
p

where ¢, is specific heat at constant pressure and p is density. For most materials the first term always
has an effect on enthalpy, and, in some cases, the second term drops out or is not included. For
example, the second term is zero for materials that use the Ideal Gas equation of state or materials

in a solid thermodynamic state. In addition, the second term is also dropped for liquids or gases

with constant specific heat when you run the thermal energy equation model.

1.1.3.6.1. Material with Variable Density and Specific Heat

In order to support general properties, which are a function of both temperature and pressure,

a table for h( T,p) is generated by integrating Equation 1.8 (p. 28) using the functions supplied
for p and cp. The enthalpy table is constructed between the upper and lower bounds of temper-
ature and pressure (using flow solver internal defaults or those supplied by the user). For any

28
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general change in conditions from (pl Tl) to (pz Tz), the change in enthalpy, dh, is calculated
in two steps: first at constant pressure, and then at constant temperature using Equation 1.9 (p. 29).

T, D,
9
h-h=]ec, dT+j% [1+%(6—’T)) ] dp (1.9)
T, P, p

To successfully integrate Equation 1.9 (p. 29), the CFX-Solver must be provided thermodynamically
consistent values of the equation of state, p, and specific heat capacity, ¢p. "Thermodynamically
consistent” means that the coefficients of the differential terms of Equation 1.7 (p. 28) must sat-
isfy the exact differential property that:

O | (08h)_0||0h
5P‘T(6T)p‘aT|p( 6p)T (1.10)
or, in terms of the expressions given in Equation 1.8 (p. 28)
an _ 2 ap
(a_p)T p? (W) _ﬁ(a_] l (1.11)

To satisfy ¢, in Equation 1.11 (p. 29), variables of the form '<Material Name>.Property Residual'
are computed and should resolve to zero.

The equation of state derivative within the second integral of Equation 1.9 (p. 29) is numerically
evaluated from the using a two point central difference formula. In addition, the CFX-Solver uses
an adaptive number of interpolation points to construct the property table, and bases the number
of points on an absolute error tolerance estimated using the enthalpy and entropy derivatives.

h
i
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1.1.3.7.Total Enthalpy

Total enthalpy is expressed in terms of a static enthalpy and the flow kinetic energy:
ht0t=hstat+% (U'U) (1.12)

where U is the flow velocity. When you use the total energy model, the CFX-Solver directly computes
total enthalpy, and static enthalpy is derived from this expression. In rotating frames of reference,

the total enthalpy includes the relative frame kinetic energy. For details, see Rotating Frame
Quantities (p. 36).

1.1.3.8. Domain Temperature

The domain temperature, Ty, is the absolute temperature at which an isothermal simulation is
performed. For details, see Isothermal in the CFX-Solver Modeling Guide.

1.1.3.9. Static Temperature

The static temperature, T, is the thermodynamic temperature, and depends on the internal energy
of the fluid. In Ansys CFX, depending on the heat transfer model you select, the flow solver calculates
either total or static enthalpy (corresponding to the total or thermal energy equations).

The static temperature is calculated using static enthalpy and the constitutive relationship for the
material under consideration. The constitutive relation simply tells us how enthalpy varies with
changes in both temperature and pressure.

1.1.3.9.1. Material with Constant Density and Specific Heat

In the simplified case where a material has constant p and ¢y, temperatures can be calculated
by integrating a simplified form of the general differential relationship for enthalpy:

hstat_hrefch( Tstat_ Tref) (1.13)

which is derived from the full differential form for changes in static enthalpy. The default reference
state in the CFX-Solver is T =0 [K] and h,;=0 []/ (k g)]

1.1.3.9.2.Ideal Gas or Solid with cp=f(T)

The enthalpy change for an ideal gas or CHT solid with specific heat as a function of temperature
is defined by:
Tstat

hstat_href= J- CP( T) dT (1.14)
T

ref

When the solver calculates static enthalpy, either directly or from total enthalpy, you can back
static temperature out of this relationship. When ¢, varies with temperature, the CFX-Solver builds
an enthalpy table and static temperature is backed out by inverting the table.

30
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1.1.3.9.3. Material with Variable Density and Specific Heat

To properly handle materials with an equation of state and specific heat that vary as functions
of temperature and pressure, the CFX-Solver needs to know enthalpy as a function of temperature

and pressure, h( T,p).

h( T,p) can be provided as a table using, for example, an . r gp file. If a table is not pre-supplied,
and the equation of state and specific heat are given by CEL expressions or CEL user functions,

the CFX-Solver will calculate h( T,p) by integrating the full differential definition of enthalpy
change.

Given the knowledge of h(T,p) and that the CFX-Solver calculates both static enthalpy and
static pressure from the flow solution, you can calculate static temperature by inverting the en-
thalpy table:

hytar—hees=h( Toaup)~h( Treri ) (1.15)

In this case, you know hg,, p_... from solving the flow and you calculate T, by table inversion.

stat

1.1.3.10.Total Temperature

The total temperature is derived from the concept of total enthalpy and is computed exactly the
same way as static temperature, except that total enthalpy is used in the property relationships.

1.1.3.10.1. Material with Constant Density and Specific Heat

If p and cp are constant, then the total temperature and static temperature are equal because
incompressible fluids undergo no temperature change due to addition of kinetic energy. This
can be illustrated by starting with the total enthalpy form of the constitutive relation:

htot_href:CP( Ttot_ Tref) (1.16)

and substituting expressions for Static Enthalpy (p. 28) and Total Pressure (p. 34) for an incom-
pressible fluid:

htotzhstat'l'%(U'U) (1.17)
1
Dot =Pgact D p(U-U) (1.18)

some rearrangement gives the result that:
Tor=Tstat (1.19)

for this case.

1.1.3.10.2.Ideal Gas with constant %

For this case, enthalpy is only a function of temperature and the constitutive relation is:
h_href:CP(T_ Tref) (1.20)

which, if one substitutes the relation between static and total enthalpy, yields:
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uu

2¢, (1.21)

Tior=Tstar+

1.1.3.10.3.Ideal Gas with = f(T)

The total temperature is evaluated with:

hot—h Cp( T) dT (1.22)

ref

ref=
T,

using table inversion to back out the total temperature.
1.1.3.10.4. Material with Variable Density and Specific Heat

In this case, total temperature is calculated in the exact same way as static temperature except
that total enthalpy and total pressure are used as inputs into the enthalpy table:

heor=hyer= h( Ttotlptot) - h( Treflpref) (1.23)

In this case you know hy,, and you want to calculate T, but you do not know p . So, before

calculating the total temperature, you need to compute total pressure. For details, see Total
Pressure (p. 34).

For details, see Rotating Frame Quantities (p. 36).

1.1.3.11.Entropy
The concept of entropy arises from the second law of thermodynamics:

T ds:dh—% (1.24)
which can be rearranged to give:

ds=41 _g_p (1.25)

Depending on the equation of state and the constitutive relationship for the material, you can arrive
at various forms for calculating the changes in entropy as a function of temperature and pressure.

1.1.3.11.1. Material with Constant Density and Specific Heat
In this case, changes in enthalpy as a function of temperature and pressure are given by:

dp
dh=c, dT+—5 (1.26)

and when this is substituted into the second law gives the following expression for changes in
entropy as a function of temperature only:

ds=c, 4L (1.27)

which, when integrated, gives an analytic formula for changes in entropy:

32
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5=S.ef=Cp log(TLf) (1.28)

re

1.1.3.11.2.ldeal Gas with constant CoOrc, = f(T)

For ideal gases changes in entropy are given by the following equation:

[ olr)

c

5=Spef= _[ pT dT-R log( pp ) (1.29)
o ref

which for general functions for ¢, the solver computes an entropy table as a function of both

temperature and pressure. In the simplified case when ¢, is a constant, then an analytic formula

is used:

5=S8,6=Cp log(%)—Rlog(pp ) (1.30)

ref

1.1.3.11.3. Material with Variable Density and Specific Heat

This is the most general case handled by the CFX-Solver. The entropy function, s( T,p), is calculated
by integrating the full differential form for entropy as a function of temperature and pressure.
Instead of repetitively performing this integration the CFX-Solver computes a table of values at

a number of temperature and pressure points. The points are chosen such that the approximation
error for the entropy function is minimized.

The error is estimated using derivatives of entropy with respect to temperature and pressure.
Expressions for the derivatives are found by substituting the formula for general enthalpy changes
into the second law to get the following expression for changes in entropy with temperature

and pressure:

dszc—ff dT+%(%)p dp (1.31)
which when compared with the following differential form for changes in entropy:
ds=(25: )p dT+(g—; ]T dp (132)
gives that:
(a—;)pf—{f (1.33)
(%) -4(22).

The derivative of entropy with respect to temperature is exactly evaluated, while the derivative
with respect to pressure must be computed by numerically differentiating the equation of state.
Note that when properties are specified as a function of temperature and pressure using CEL
expressions the differential terms in Equation 1.31 (p. 33) must also satisfy the exact differential
relationship:

£ (38)2(%),
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or,

0
dp

[#)-Fl (57 120

Also, see the previous section on Static Enthalpy (p. 28) for more details.

Unless an externally provided table is supplied, an entropy table is built by using the p and ¢,
functions supplied by you and integrating the general differential form:

p,
p 1(ap)d
v |37 |dp (1.37)
g fa
p

To calculate total pressure, you also need to evaluate entropy as a function of enthalpy and
pressure, rather than temperature and pressure. For details, see Total Pressure (p. 34).

The recipe to do this is essentially the same as for the temperature and pressure recipe. First, you
start with differential form for s(h,p)'

ds —[%] dh+(g’s) dp (1.38)
and comparing this with a slightly rearranged form of the second law:
dh_dp
ds= T D T (1.39)
you get that:
9s)_1
( h )p T (1.40)
ds ) 1
3 =57 (1.47)
(ap . PT

In this case, the entropy derivatives with respect to h and p can be evaluated from the constitutive
relationship h(T,p) (getting T from h and p by table inversion) and the equation of state r( T,p).

Points in the s(h,p) table are evaluated by performing the following integration:

h p
5=510r= ) % dh- _fpiT dp (142)
href pref

over a range of h and p, which are determined to minimize the integration error.

1.1.3.12.Total Pressure

The total pressure, Py is defined as the pressure that would exist at a point if the fluid was brought

instantaneously to rest such that the dynamic energy of the flow converted to pressure without
losses. The following three sections describe how total pressure is computed for a pure component
material with constant density, ideal gas equation of state and a general equation of state (CEL
expression or RGP table). For details, see Multiphase Total Pressure (p. 180).

34
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The terms Pressure and Total Pressure are absolute quantities and must be used to derive the Total
Pressure when using an equation of state (compressible) formulation (particularly for Equa-
tion 1.47 (p. 35)).

The setting of the Total Pressure Option, described in Compressibility Control in the CFX-Pre User's
Guide, determines which equation is used to derive the total pressure.

1.1.3.12.1.Incompressible Fluids

For incompressible flows, such as those of liquids and low speed gas flows, the total pressure is
given by Bernoulli’s equation:

1
Piot=Pstac* 2 'D(U'U) (1.43)
which is the sum of the static and dynamic pressures.

1.1.3.12.2.Ideal Gases

When the flow is compressible, total pressure is computed by starting with the second law of
thermodynamics assuming that fluid state variations are locally isentropic so that you get:

dp
dh:T (1.44)

The left hand side of this expression is determined by the constitutive relation and the right hand
side by the equation of state. For an ideal gas, the constitutive relation and equation of state are:

dh=c,(T) dT (1.45)
p=rr (1.46)

which, when substituted into the second law and assuming no entropy variations, gives:

TtOt
1 ( (7)
Pyot=Pgrar €XP| R -f pT dT (1.47)
Tstat

where T, and Ty, are the static and total temperatures respectively (calculation of these
quantities was described in two previous sections, Static Temperature (p. 30) and Total Temper-
ature (p. 31)). If ¢p is a constant, then the integral can be exactly evaluated, but if ¢, varies with
temperature, then the integral is numerically evaluated using quadrature. For details, see:

+ Entropy (p. 32)
+ ldeal Gas Equation of State (p. 45).
1.1.3.12.3. Material with Variable Density and Specific Heat

Total pressure calculations in this case are somewhat more involved. You need to calculate total
pressure given the static enthalpy and static pressure, which the CFX-Solver solves for. You also
want to assume that the local state variations, within a control volume or on a boundary condition,
are isentropic.
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Given that you know h( T,p) (from integrating the differential form for enthalpy) and r(T,p),

you can compute two entropy functions S(T,p) and s(h,p).There are two options for generating
these functions:

. If S(T,p) and h( T,p) are provided by a . r gp file then s(h,p) is evaluated by interpolation
from h(T,p) and s(T,p) tables.

+ If CEL expressions have been given for p and ¢, only, then h( T,p), S(T,p) and s(h,p) are all
evaluated by integrating their differential forms.

Once you have the S(h,p) table, calculated as described in Entropy (p. 32), computing total
pressure for a single pure component is a relatively trivial procedure:

1. The CFX-Solver solves for hy and p

2. Calculate hg,; from hy,,

3. Calculate entropy sstat=s(hstat,pstat)

4. Using the isentropic assumption set S, =Ssat

5. Calculate total pressure by inverting stot:s(htot,ptot)
For details, see Rotating Frame Quantities (p. 36).

1.1.3.13.Shear Strain Rate

The strain rate tensor is defined by:

Sif_Z(axj+ 0x; 148)
This tensor has three scalar invariants, one of which is often simply called the shear strain rate:
aU; E
sstrnr=|2 a_le S,-j] (1.49)

with velocity components Uy, Uy, U,, this expands to:
v, (9Uy ) (ou,Y
Sstmr=[2 {(a—x] (7] (%) }

1
U, Uy Y’ (aux auz)z auy au, |2
6y+6x 9z T ox 0z +6y

(1.50)

The viscosity of non-Newtonian fluids is often expressed as a function of this scalar shear strain
rate.

1.1.3.14. Rotating Frame Quantities

The velocity in the rotating frame of reference is defined as:
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U.,=U,, -wxR (1.51)

rel™

where w is the angular velocity, R is the local radius vector, and Uy, is velocity in the stationary
frame of reference.

1.1.3.14.1.Incompressible Fluids
For incompressible flows, the total pressure is defined as:

Ptot=P5tat+% p(U,or U - (wxR-wxR)) (1.52)
where Dyea is static pressure. The stationary frame total pressure is defined as:

1
ptot,stn:pstat-i-i p(Ustn'Ustn) (1.53)

1.1.3.14.2.ldeal Gases

For compressible flows relative total pressure, rotating frame total pressure and stationary frame
total pressure are computed in the same manner as in Total Pressure (p. 34). First you start with
the relative total enthalpy, rothalpy and stationary frame total enthalpy:

1
htotzhstat"'i (Urel' Urel) (1.54)
I=hstat+%(Urel'Urel_(wa'wa)) (1.55)
1
htot,stn=hstat+7 (Ustn' Ustn) (1.56)

where hg,, is the static enthalpy. In a rotating frame of reference, the CFX-Solver solves for the
total enthalpy, h;,:, which includes the relative kinetic energy.

Important:

Rothalpy (I) is not a positive definite quantity. If the rotation velocity is large, then

the last term can be significantly larger than the static enthalpy plus the rotating frame
kinetic energy. In this case, it is possible that total temperature and rotating total
pressure are undefined and will be clipped at internal table limits or built in lower
bounds. However, this is only a problem for high angular velocity rotating systems.

If you again assume an ideal gas equation of state with variable specific heat capacity you can
compute relative total temperature, total temperature and stationary frame total temperature
using:

Ttot,rel
htot_hrefz ,[ CP(T)dT (1.57)
Tref
and:
TtOt
I_href: CP( T)dT (1.58)
T,
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and:

where all the total temperature quantities are obtained by inverting the enthalpy table. If ¢, is
constant, then these values are obtained directly from these definitions:

At this point, given T rels Totr Trotstns Dyiar and T, you can compute relative total pressure,
total pressure or stationary frame total pressure using the relationship given in the section de-

Ttot,stn

htOt,Stn_href= _[ Cp( T)dT

Tiotre1=Tstat+

T

ref

Urel' U

2¢p

(Urel'Urel_ (wa'wa))

rel

Tior=Tsar*

Tiotstn=Tstatt

2¢p

Ustn' Ustn
2¢p

scribing total pressure. For details, see Total Pressure (p. 34).

The names of the various total enthalpies, temperatures, and pressures when visualizing results

in CFD-Post or for use in CEL expressions is as follows.

Table 1.1: Variable naming: Total Enthalpies, Temperatures, and Pressures

Variable Long Variable Short Variable
Name Name
- Total Enthalpy htot
I Rothalpy rothalpy
Beot stn Total Enthalpy in |htotstn
Stn Frame
T Total Ttotrel
tot,rel .
Temperature in
Rel Frame
T Total Ttot
tot
Temperature
T Total Ttotstn
tot,stn .
Temperature in
Stn Frame
P Total Pressure in |ptotrel
tot,rel
Rel Frame
Pt Total Pressure ptot
P Total Pressure in  |ptotstn
tot,stn
Stn Frame

The Mach Number and stationary frame Mach numbers are defined as:

M= |Ucrel|

(1.59)

(1.60)

(1.61)

(1.62)

(1.63)
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U
M= | éml (1.64

where ¢ is the local speed of sound.
1.1.3.14.3. Material with Variable Density and Specific Heat

Rotating and stationary frame total temperature and pressure are calculated the same way as
described in Total Temperature (p. 31) and Total Pressure (p. 34). The only changes in the recipes
are that rotating frame total pressure and temperature require rothalpy, I, as the starting point
and stationary frame total pressure and temperature require stationary frame total enthalpy,

htot,stn .

1.1.3.15.Courant Number

The Courant number is of fundamental importance for transient flows. For a one-dimensional grid,
it is defined by:

_UuAt
Courant——AX (1.65)

where u is the fluid speed, At is the timestep and Ax is the mesh size. The Courant number calculated
in Ansys CFX is a multidimensional generalization of this expression where the velocity and length
scale are based on the mass flow into the control volume and the dimension of the control volume.

For explicit CFD methods, the timestep must be chosen such that the Courant number is sufficiently
small. The details depend on the particular scheme, but it is usually of order unity. As an implicit
code, Ansys CFX does not require the Courant number to be small for stability. However, for some
transient calculations (for example, LES), one may need the Courant number to be small in order

to accurately resolve transient details.

For certain compressible flow calculations, the acoustic Courant number is also calculated. For a
one-dimensional grid, the acoustic Courant number is defined as:

. (u+c)-At e

Co T Ax (1.66)

_ (u—c)-At 167
Co="m— (167
Coacoustic= max (CO+, CO—) (1 -68)

where c is the local speed of sound.
CFX uses the Courant number in a number of ways:

1. The timestep may be chosen adaptively based on a Courant number condition (for example,
to reach RMS or Courant number of 5). The acoustic Courant number is used for compressible
flow calculations having the expert parameter setting ‘compressible timestepping = t.

2. For transient runs using the Automatic timestep initialization option, the Courant number is
used to calculate the blend between the previous timestep and extrapolation options. The
acoustic Courant number is used for compressible flow calculations.
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3. For transient runs, the maximum and RMS Courant numbers are written to the CFX-Solver
Output file for every timestep.

4. The Courant number field is written to the results file.

1.1.4. Mathematical Notation

This section describes the basic notation that is used throughout the CFX-Solver documentation.

1.1.4.1.The Vector Operators

Assume a Cartesian coordinate system in which i, j and k are unit vectors in the three coordinate
directions. V is defined such that:

v=| & ai 2 (1.69)
1.1.4.1.1. Gradient Operator
For a general scalar function cp(x,y, ) the gradient of ¢ is defined by:
9¢ . 0 . 09
Vo= ax Y3, 3y J*+5, k (1.70)
1.1.4.1.2. Divergence Operator
For a vector function U(x,y,z) where:
U,
u=\U, (1.71)
U,
the divergence of U is defined by:
6U 6Uy aU,

1.1.4.1.3. Dyadic Operator

The dyadic operator (or tensor product) of two vectors, U and V, is defined as:
UyVy UyVy ULV,
UQV=|UyVy UyVy UyV, (1.73)
u,vy u,vy U,V,

By using specific tensor notation, the equations relating to each dimension can be combined
into a single equation. Thus, in the specific tensor notation:

=(pUU)+Z(pU,U)+%(pU, U,)

V-(pUuQU)=|%(pU.U))+5(pU,U))+5(pU, U,) (1.74)
%(pU U )+ (pUyU,)+%(pU, U,)
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1.1.4.2. Matrix Transposition

The transpose of a matrix is defined by the operator T. For example, if the matrix is defined by:
dp
X

Vo=|5 (1.75)

9
0z
then:

[Vol'=[3 3£ 2] (1.76)

1.1.4.3.The Identity Matrix (Kronecker Delta function)

100
6=|/0 10 (1.77)

The Identity matrix is defined by:

1.1.4.4.Index Notation

Although index notation is not generally used in this documentation, the following may help you
if you are used to index notation.

In index notation, the divergence operator can be written:

aU;
VU :

:a—Xi (1.78)

where the summation convention is followed; that is, the index i is summed over the three com-
ponents.

The quantity UQV can be represented by U; V; (when U and V are vectors), or by U; V j; (when
U is a vector and V is a matrix), and so on.

Hence, the quantity V-(p U®U) can be represented by:
d
a—xi(p U; Uj) (1.79)

Note the convention that the derivatives arising from the divergence operator are derivatives with

respect to the same coordinate as the first listed vector. That is, the quantity V-(p U® U) is rep-
resented by:

aixi(p U, U)) (1.80)

and not:

aixj(p U, U;) (1.81)

The quantity a'b (when a and b are matrices) can be written by a;; b;;.
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1.2. Governing Equations

The set of equations solved by Ansys CFX are the unsteady Navier-Stokes equations in their conservation
form.

If you are new to CFD, review Computational Fluid Dynamics in the CFX Introduction.

A
in

list of recommended books on CFD and related subjects is available in Further Background Reading
the CFX Introduction.

For all the following equations, static (thermodynamic) quantities are given unless otherwise stated.

1.2.1.Transport Equations

In this section, the instantaneous equation of mass, momentum, and energy conservation are
presented. For turbulent flows, the instantaneous equations are averaged leading to additional terms.
These terms, together with models for them, are discussed in Turbulence and Wall Function The-

ory (p.99).

The instantaneous equations of mass, momentum and energy conservation can be written as follows
in a stationary frame:
1.2.1.1.The Continuity Equation

ap

L+v-(pu)=0 (1.82)

1.2.1.2.The Momentum Equations

%+V-(pU®U)=—Vp+V-T+SM (1.83)

where the stress tensor, T, is related to the strain rate by
T
T:,u(VU+(VU) —%6V-U] (1.84)

1.2.1.3.The Total Energy Equation

d/;f?oJ —%+V'(pUhtot)=V-()L VT)+V'(U'T)+U-SM+SE (1.85)

where hy is the total enthalpy, related to the static enthalpy h(T,p) by:

ht0t=h+% U (1.86)

The term V-(U-r) represents the work due to viscous stresses and is called the viscous work term.
This models the internal heating by viscosity in the fluid, and is negligible in most flows.
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The term U-S,, represents the work due to external momentum sources and is currently neglected.

Note:

A case that involves MFR (multiple frames of reference) and the Total Energy equation
should have the Incl. Viscous Work Term option selected. If the option is not selected,
the setup is inconsistent with the MFR interface implementation, and CFX-Pre and CFX-
Solver issue a warning.

1.2.1.4.The Thermal Energy Equation

An alternative form of the energy equation, which is suitable for low-speed flows, is also available.
To derive it, an equation is required for the mechanical energy K.

-1
K=5U (1.87)

The mechanical energy equation is derived by taking the dot product of U with the momentum
equation (Equation 1.83 (p. 42)):
dlpK
oK) 5. (pu k) = v Vpeu- (v 1)sUS, (188
Subtracting this equation from the total energy equation (Equation 1.85 (p. 42)) yields the thermal
energy equation:
d(ph)

37 —%+V-(pUh) :V-(/\VT)+U-Vp+T:VU+SE (1.89)

The term 7:VU is always positive and is called the viscous dissipation. This models the internal
heating by viscosity in the fluid, and is negligible in most flows.

With further assumptions discussed in a moment, we obtain the thermal energy equation:

h
a(g)t )"'V'(PUh)=V'(7LVT)+T:VU+SE (1.90)

This equation can be derived from Equation 1.89 (p. 43) with two different sets of assumptions:

« If h is actually interpreted as internal energy,

e=h'% (1.91)
then Equation 1.89 (p. 43) can be written as
0
(gte)+v'(f7ue):V'(AVT)—[)V'U+T:VU+SE (1.92)

which is equivalent to Equation 1.90 (p. 43) if we neglect —pV-U and interpret h as e. This inter-
pretation is appropriate for liquids, where variable-density effects are negligible. Note that the
principal variable is still called 'Static Enthalpy' in CFD-Post, although it actually represents internal
energy. Note also that, for liquids that have variable specific heats (for example, set as a CEL ex-
pression or using an RGP table or Redlich Kwong equation of state) the solver includes the P/ p
contribution in the enthalpy tables. This is inconsistent, because the variable is actually internal
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energy. For this reason, the thermal energy equation should not be used in this situation, partic-
ularly for subcooled liquids.

)
* On the other hand if a—f and U-Vp are neglected in Equation 1.89 (p. 43) then Equa-
tion 1.90 (p. 43) follows directly. This interpretation is appropriate for low Mach number flows
of compressible gases.

The thermal energy equation, despite being a simplification, can be useful for both liquids and
gases in avoiding potential stability issues with the total energy formulation. For example, the
thermal energy equation is often preferred for transient liquid simulations. On the other hand, if
proper acoustic behavior is required (for example, predicting sound speed), or for high speed flow,
then the total energy equation is required.

1.2.1.5.Turbulent Flux Closure for Heat Transfer

For turbulent cases, the diffusion term in the energy transport equation has a contribution from
turbulent mixing as well as conduction. For the Eddy Di f f usi vi t y option, the diffusion term
becomes

V-(A+e/Pr)vT (1.93)

where A is the conductivity, € is the turbulent diffusivity (related to Eddy Viscosity), and Pr is the
specified Prandtl number.

For the Ani sotropi ¢ Di f fusi on option, the diffusion term now contains a tensor for the ef-
fective diffusivity:

v-(A+r)VT (1.94)

with tensor
F,’j=Cp(k/8)Winij (1.95)

where C is the anisotropic diffusion coefficient (Ani. Diffusion Coeff.), p is the density, k and ¢
are turbulence kinetic energy and dissipation, R;; is the Reynolds Stress tensor, and w;; is the cross
derivative weighting (Cross Deriv. Coeff.) when i#j and 1 when i=].

1.2.2. Equations of State

The transport equations described above must be augmented with constitutive equations of state
for density and for enthalpy in order to form a closed system. In the most general case, these state
equations have the form:

p=p(pT)
_oh oh
dh=57 pdT+ap|po
=Cp (G?T + %|T107p

cp=cp(p,T)
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Various special cases for particular material types are described below.

1.2.2.1.Incompressible Equation of State
This is the simplest case: density is constant and ¢, can be (at most) a function of temperature.

p=pspec
dh=cpdT + %p
cp=cp(T)

1.2.2.2.ldeal Gas Equation of State

For an ideal gas, density is calculated from the Ideal Gas law and ¢, can be (at most) a function of
temperature:

Wpubs

P="TRT
d[h = Cp (le
cp=cp(T)

where w is the molecular weight, D is the absolute pressure, and R, is the universal gas constant.

1.2.2.3.Real Gas and Liquid Equations of State

In the current version of Ansys CFX, the Redlich Kwong equation of state is available as a built-in
option for simulating real gases. It is also available through several pre-supplied CFX-TASCflow RGP
files. The Vukalovich Virial equation of state is also available but currently only by using CFX-
TASCflow RGP tables.

Note:
It is not possible to couple particles with gases that use the 'real gas' equations of state.

This limitation is caused by the way the particle tracker stores and accesses material
properties for coupled gas components and particle components. For performance
reasons, the particle tracker uses its own material database--which is limited to either
constant properties or temperature-dependent properties (specific heats, enthalpy). The
property database of the particle tracker does not support pressure-dependent properties.

1.2.2.3.1.Real Gas Properties

Cubic equations of state are a convenient means for predicting real fluid behavior. They are highly
useful from an engineering standpoint because they generally only require that you know the
fluid critical point properties, and for some versions, the acentric factor. These properties are well
known for many pure substances or can be estimated if not available. They are called cubic

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates. 45



Basic Solver Capability Theory

equations of state because, when rearranged as a function volume they are cubic in volume. This
means that cubic state equations can be used to predict both liquid and vapor volumes at a
given pressure and temperature. Generally the lowest root is the liquid volume and the higher
root is the vapor volume.

Four versions of cubic state equations are available: Standard Redlich Kwong, Aungier Redlich
Kwong, Soave Redlich Kwong, and Peng Robinson. The Redlich-Kwong equation of state was first
published in 1949 [85] and is considered one of the most accurate two-parameter corresponding
states equations of state. More recently, Aungier (1995) [96] has modified the Redlich-Kwong
equation of state so that it provides much better accuracy near the critical point. The Aungier

form of this equation of state is the default cubic equation used by Ansys CFX.The Peng Robinson
[157]1] and Soave Redlich Kwong equation of state were developed to overcome the shortcomings
of the Redlich Kwong equations to accurately predict liquid properties and vapor-liquid equilibrium.

1.2.2.3.1.1.Redlich Kwong Models

The Redlich Kwong variants of the cubic equations of state are written as:
rr___a(T)

P=3"b+c _v(v+b) (1.96)
where v is the specific volume (v = 1/p).
1.2.2.3.1.1.1.The Standard Redlich Kwong Model
The Standard Redlich Kwong model sets the parameter ¢ to zero, and the function a to:
a=ao(TlC]_n (1.97)
where n is 0.5 and
o= 0.427;}%7 RTS (1.98)
b= 0.086SC4R T, (1.99)
1.2.2.3.1.1.2.The Aungier Redlich Kwong Model

The Aungier form differs from the original by a non-zero parameter ¢ that is added to improve
the behavior of isotherms near the critical point, as well as setting the exponent n differently.
The parameter ¢ in Equation 1.96 (p. 46) is given by:

RT
c=———a—+b-v (1.100)
Pt fverd)

and the standard Redlich Kwong exponent of n=0.5 is replaced by a general exponent n. Op-
timum values of n depend on the pure substance. Aungier (1995) [96] presented values for
twelve experimental data sets to which he provided a best fit polynomial for the temperature
exponent n in terms of the acentric factor, w:

n=0.4986+1.1735 w+0.4754 w* (1.101)
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1.2.2.3.1.1.3.The Soave Redlich Kwong Model

The Soave Redlich Kwong real gas model was originally published by Soave (1972). The model
applies to non-polar compounds and improves on the original Redlich Kwong model by gener-
alizing the attraction term to depend on the acentric factor, which accounts for molecules being
non-spherical, and accounting for a range of vapor pressure data in the development of the
temperature dependency of this parameter.

The Soave Redlich Kwong equation is explicit in pressure, and given by:

__RrT___a(T)
p V_b+C v(v+b)

(1.102)

where:
b=0.08664RpTC (1.103)
Cc
as in the original Redlich Kwong equation, and
a(T)=a0(1+n(1— Tl )) (1.104)
where:
a0:0.42747RPTC (1.105)
c

and the parameter n is computed as a function of the acentric factor, w:
n=0.480+1.574w-0.17 6w’ (1.106)

1.2.2.3.1.2. Peng Robinson Model

The Peng Robinson model also gives pressure as a function of temperature and volume:
p=BL _ a(T)
v=b  y242hy-p?

(1.107)

where:
RT
b=0.0778—"~ (1.108)
c
as in the original Redlich Kwong equation, and
a(T)=a0(1+n(1— Tl )) (1.109)
[
where:
(1(,=0.45724RPTC (1.110)
c

and the parameter n is computed as a function of the acentric factor, w:
n=0.37464+1.54226w-0.26993w? (1.1171)
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1.2.2.3.1.3. Real Gas Constitutive Relations

In order to provide a full description of the gas properties, the flow solver must also calculate
enthalpy and entropy. These are evaluated using slight variations on the general relationships
for enthalpy and entropy that were presented in the previous section on variable definitions.
The variations depend on the zero pressure, ideal gas, specific heat capacity and derivatives
of the equation of state. The zero pressure specific heat capacity must be supplied to Ansys
CFX while the derivatives are analytically evaluated from Equation 1.96 (p. 46) and Equa-

tion 1.107 (p. 47).

Internal energy is calculated as a function of temperature and volume (T, v) by integrating
from the reference state (T, V,f) along path 'amnc’ (see diagram below) to the required state

(T, v) using the following differential relationship:

du= chT+( (CCIIT) p]dv (1.112)

/P=0

(Tret, ¥ref)

P W

First the energy change is calculated at constant temperature from the reference volume to
infinite volume (ideal gas state), then the energy change is evaluated at constant volume using
the ideal gas c,. The final integration, also at constant temperature, subtracts the energy change
from infinite volume to the required volume. In integral form, the energy change along this
path is:

u( va) Ll( Tref' ref)
< (1.113)

(T(d_p)v p)dvr, +TI CyodT- ” 7(%) -p) dv,

Vre ref

Once the internal energy is known, then enthalpy is evaluated from internal energy:
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h=u+pv

The entropy change is similarly evaluated:
S( T,V) _S( Treflvref) =

5] T 9]
vf (%), dvr,+ [ 5 dT-Rn(3 )—{(;’—i]vdw

where ¢y, is the zero pressure ideal gas specific heat capacity. By default, Ansys CFX uses a 4th
order polynomial for this and requires that coefficients of that polynomial are available. These
coefficients are tabulated in various references including Poling et al. [84].

(1.114)

In addition, a suitable reference state must be selected to carry out the integrations. The selection
of this state is arbitrary, and can be set by the user, but by default, Ansys CFX uses the normal
boiling temperature (which is provided) as the reference temperature and the reference pressure
is set to the value of the vapor pressure evaluated using Equation 1.120 (p. 50) at the normal
boiling point. The reference enthalpy and entropy are set to zero at this point by default, but

can also be overridden if desired.

Other properties, such as the specific heat capacity at constant volume, can be evaluated from
the internal energy. For example, the Redlich Kwong model uses:

_(Qu) _du,_n(n+1)a b 1.115
CV_(BT]V_aT_ 57— log(1+7) (1.113)
where u, is the ideal gas portion of the internal energy:
T
Uy=U=Uy o= I (cpo(T)-R)dT (1.116)
Tref

specific heat capacity at constant pressure, cp, is calculated from ¢, using:
2

cp=c,+vT F (1.117)

where § and k are the volume expansivity and isothermal compressibility, respectively. These
two values are functions of derivatives of the equation of state and are given by:

(),

ﬁ=—m (1.118)

vir

K== 6}) (1.119)
¥i3) -

1.2.2.3.2.Real Gas Saturated Vapor Properties

When running calculations with liquid condensing out of the vapor (equilibrium phase change

or Eulerian thermal phase change model) or dry calculations, the flow solver needs to know the
form of the vapor pressure curve. Pressure and temperature are not independent in the saturation
dome, so vapor saturation properties are evaluated by first assuming an equation that gives the
dependence of vapor pressure on temperature, and then substituting that into the equation of

state.
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For materials that use the cubic equations of state Ansys CFX approximates the vapor pressure
curve using a form given by Poling et al. [84]:

loglo(z—l’)=%(1+w)(l—%] (1.120)

Vapor saturation properties are calculated by evaluating the equation of state and constitutive
relations along the saturation curve,

1.2.2.3.3.Real Gas Liquid Properties

As previously mentioned, it is possible to derive liquid densities directly from the cubic state
equations, however, this is not always desirable. For example, the Redlich Kwong models are very
inaccurate, and sometimes completely wrong, in the compressed liquid regime.

Instead, when you select to use one of the Redlich Kwong variants for a liquid, the properties
are assumed to vary along the vapor pressure curve as a function of saturation temperature.
These properties are approximate and should only be used when the amount of liquid in your
calculation will be small. For example, they work well with the equilibrium condensation model
or non-equilibrium small droplet phase change model.

To derive the liquid enthalpy and entropy, such that they are completely consistent with the gas
phase, requires all the same data as is provided for the gas phase: the critical point data, the
acentric factor and the zero pressure specific heat coefficients.

To calculate saturated liquid densities, an alternative equation of state originally published by
Yamada and Gunn (1973), is used by CFX that gives liquid specific volume as a function of tem-
perature:

)(1—T/ )’

v=v,(0.29056-0.08775 w (1.121)

This equation is convenient because it only requires knowledge of the critical volume and tem-
perature as well as the acentric factor. The valid temperature range for the liquid equation of
state is 0.4T. < T < 0.99T .. The solver will clip the temperature used in this equation to that
range.

Saturated liquid enthalpy is calculated using knowledge of the gas saturation enthalpy and the
following equation:

h¢s=hgs—hgg (1.122)

where the enthalpy of vaporization, hg, is given by the following expression taken from Poling
et al. [84]:

hfg T T
R_TC :7.08[ 1—TC

+10.95 a)( 1-7
C

0.354
] (1.123)

)0.456

Saturated liquid entropy can easily be derived using the second law and the gas saturation entropy:
h
Sf:Sg_% (1.124)
Prediction of liquid specific heat capacity with the Redlich Kwong equation has a similar problem
to the liquid density, so Ansys CFX uses an alternative form presented by Aungier (2000):

50

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates.



Governing Equations

' 1
c,,:cp0+R(3.67+11.64( —Tl) +0.634(1—Tl] ) (1.125)
C C

which requires knowledge of the zero pressure heat capacity coefficients, as well as the acentric

factor. For the saturated liquid it is assumed that cp=c,.

Note that the use of either of the Redlich Kwong models for flows of almost entirely pure liquid
is highly discouraged. If you want to use one of the cubic equations of state for this type of
problem, then use the Peng Robinson or Soave Redlich Kwong state equations and set the expert
parameter r eal eos | i quid prop to 2.This forces the liquid properties to be dependent on
temperature and pressure, fully consistently with the equation of state. Saturation properties are
also evaluated as described for gases in Real Gas Saturated Vapor Properties (p. 49).

1.2.2.3.4.1APWS Equation of State

The IAPWS-IF97 database represents an accurate equation of state for water and steam properties.
The database is fully described elsewhere [125], but a summary will be provided in this section.
The IAPWS database uses formulations for five distinct thermodynamic regions for water and
steam, namely:

+ subcooled water (1)

* supercritical water/steam (2)
+ superheated steam (3)

* saturation data (4)

+ high temperature steam (5)

Figure 1.1: Regions and Equations of IAPWS-IF97
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Region 5 has not been implemented in Ansys CFX because it represents a thermodynamic space
at very high temperatures (1073.15 - 2273.15 K) and reasonably low pressures (0-10 MPa) that
can be adequately described using other property databases already in Ansys CFX (that is, Ideal
Gas EOS with NASA specific heat and enthalpy). Furthermore, because this region is not defined
for pressures up to 100 MPa, as is the case for regions 1, 2 and 3, problems arise in filling out the
pressure-temperature space in the tables when temperatures exceed 1073.15 K and pressures
exceed 10 MPa. The database implemented in CFX therefore covers temperatures ranging from
273.15 to 1073.15 K and pressures ranging from 611 Pa to 100 MPa.

The reference state for the IAPWS library is the triple point of water. Internal energy, entropy and
enthalpy are all set to zero at this point.

Tref =273.16 K, Pref =611.657 Pa, uliquid =0 J/kg, Sliquid =0 J/kg/K, hliquid =0 J/kg

In Ansys CFX, the analytical equation of state is used to transfer properties into tabular form,
which can be evaluated efficiently in a CFD calculation. These IAPWS tables are defined in terms
of pressure and temperature, which are then inverted to evaluate states in terms of other property
combinations (such as pressure/enthalpy or entropy/enthalpy). When developing the IAPWS
database for Ansys CFX, therefore, properties must be evaluated as functions of pressure and
temperature. For the most part, this involves a straightforward implementation of the equations
described in the IAPWS theory [125]. Region 4 involves saturation data that uses only pressure

or temperature information.

However, some difficulties are encountered when evaluating the properties around Region 3
(near the critical point), where the EOS is defined explicitly in terms of density and temperature.
In this region, the density must be evaluated using Newton-Raphson iteration. This algorithm is
further complicated in that the EOS is applicable on both the subcooled liquid and superheated
vapor side leading up to critical conditions. Therefore, depending on the pressure-temperature
state, one may be evaluating a subcooled liquid or a superheated vapor with the same EOS. To
apply the Newton-Raphson scheme in a reliable way, one must detect on which side of the sat-
uration dome the pressure-temperature state applies, and apply an appropriate initial guess. Such
an iteration scheme, including logic for an initial guess, has been implemented in Ansys CFX so
that table generation around the critical region is possible.

1.2.2.3.5. Metastable Superheated Liquid/Supercooled Vapor States

The IAPWS library also extends to metastable states, so that this equation of state is available for
non-equilibrium phase change models such as the Droplet Condensation Model. The EOS for re-
gions 1 and 3 in Figure 1.1: Regions and Equations of IAPWS-IF97 (p. 51) are stated to have
reasonable accuracy for metastable states close to the saturation line d liquid states [125]. However,
the term "reasonable” is not quantified, and therefore the degree to which the extrapolation of

the EOS can be applied is unknown.

In region 2, an additional set of equations have been developed for supercooled vapor conditions
under 10 MPa. These equations have been tuned to match the saturation data. Above 10 MPa,
the EOS for the superheated region can safely be extrapolated into supercooled conditions, but

it does not match smoothly with the specialized supercooled equations below 10 MPa.

1.2.2.3.6. Numerical Testing to Delineate Metastable Regions

In order to make the IAPWS database as robust as possible, numerical testing has been done to
determine approximate metastable vapor/liquid spinodal lines. Figure 1.2: Spinodal Limits Built
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into Tables (p. 53) is given to demonstrate these spinodal lines that are essentially boundaries

up to which metastable conditions can exist. These would be defined similar to saturation curves
as functions of either temperature or pressure. The IAPWS database tables are always generated
up to these limits regardless of what flow models are specified (equilibrium or non-equilibrium)
and therefore allow non-equilibrium phase change models to be applied.

Figure 1.2: Spinodal Limits Built into Tables
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1.2.2.3.7.The Acentric Factor
The acentric factor must be supplied when running the real gas models and is tabulated for many
common fluids in Poling et al. [84]. If you do not know the acentric factor, or it is not printed in

a common reference, it can be estimated using knowledge of the critical point and the vapor
pressure curve with this formula:

p
w=—log10(p—:)—1 (1.126)

where the vapor pressure, p , is calculated at T=0.7 T. In addition to the critical point pressure,
this formula requires knowledge of the vapor pressure as a function of temperature.

1.2.2.4. General Equation of State

User-defined equations of state are also supported:

p=p(pT)
cp=cp(p,T)
Noting that:
% PV T 3—; »
where v = 1/p,
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the equation of state for enthalpy therefore follows as:

dlh=cpdT+[v—T%|p] dp (1.127)
T

Note, however, that user-defined expressions for p and ¢, must be thermodynamically consistent.
Consistency requires that mathematical properties for exact differentials be satisfied. For example,
suppose dz(x,y) is an exact differential defined as:

dz (x,y)=Mdx+Ndy

_ 2z
M ~ 0x |y
=0z
N=35, .
Consistency then requires that:
| _9oN
ayl, ~ oxly

Applying this concept to Equation 1.127 (p. 54), it therefore follows that general equations of state
must obey:

3-#lr-7#)

Note that it is valid to specify a general equation of state where density is a function of T only.
Under these circumstances, it is impossible to heat the fluid at a constant volume, because the
thermal expansion cannot be compensated by a change in pressure. This corresponds to an infinite
value for c,, which the solver represents as a large constant number. Consequently, such an equation
of state requires the specification of ¢, (not c,) as either a constant or a function of T.

1.2.3.Conjugate Heat Transfer

CFX enables you to create solid regions in which the equations for heat transfer are solved. This is
known as conjugate heat transfer, and the solid regions are known as solid domains.

Within solid domains, the conservation of energy equation can account for heat transport due to
solid motion, conduction, and volumetric heat sources:

a(”h) +V-(pUsh)=V-(AVT)+S, (1.128)

where h, p, and A are the enthalpy, density, and thermal conductivity of the solid, respectively, and
Sy is an optional volumetric heat source.

The reference frame for a solid domain is determined by the Domain Motion setting in CFX-Pre, and
can be either St ati onary or Rot at i ng. In equation Equation 1.128 (p. 54), none of the terms
depend on the reference frame. As a consequence, the Domain Motion setting has no effect on the
solution field in a solid domain. However, this setting is still required in some situations, as shown in
the examples presented below.
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The term that has the solid velocity U is an optional term that accounts for motion of the solid with
respect to the reference frame, and corresponds to the Solid Motion setting in CFX-Pre. For details,
see Solid Motion in the CFX-Pre User's Guide. This is an advection term applied to the temperature
field. The solid domain mesh does not actually move, but because the temperature field is moved,
this setting can be used to model solid motion that is tangential to the solid boundaries (you cannot
advect the temperature field through a solid boundary and outside the solid domain). Examples of
when solid motion can be used include:

« A continuous sheet of material moving along a conveyor belt
+ A material being continuously extruded
+ A solid that rotates about its symmetry axis

In each of these examples, the solid domain must have the form of a simple extruded or revolved
volume to satisfy the tangential motion condition.

A rotating solid that is adjacent to a fluid domain can be modeled in different ways:

« If the rotating solid is connected to a rotating fluid domain, and both have the same rotational
speed (such as for a turbine blade case), then the Domain Motion setting for both domains should
be set to Rot at i ng. Solid motion should not be used in this case. In addition, if a periodic sector
is used for the fluid and solid domain, and the periodic boundaries do not line up circumferentially,
a Frozen Rotor interface should be used.

Note that, in this case, you can also set the solid Domain Motion setting to St at i onar y because
Equation 1.128 (p. 54) continues to apply even when the solid Domain Motion setting is changed.
Although this is a valid setup, it can be confusing, and CFX-Pre will issue a warning. You can ignore
the warning message for this specific case, but for clarity it is recommended that you set the solid

Domain Motion setting to Rot at i ng and specify the same rotational velocity as for the adjacent
fluid domain.

+ If the rotating solid is a body of revolution (that is, the fluid solid interface is a surface of revolution),
such as a solid disk spinning in a fluid, and the fluid domain is stationary, then there are two valid
approaches:

- For the solid domain, you can set the Domain Motion setting to Rot at i ng. As was stated
above, this setting does not change the equation solved in the solid domain, but it makes it
clear that a frame change model is required to account for the reference frame change. If the
Frozen Rotor model is used, then the solution will be the same as for a stationary solid. If there
is non-axisymmetric flow in the fluid domain, such as a hot jet impinging on the disk surface
(not at the axis of rotation) then a transient simulation with a transient rotor stator interface
should be used, which is equivalent to rotating the solid domain mesh as the solution proceeds.
The hot jet will effectively "see" a different part of the solid disk as the simulation progresses.

- For the solid domain, you can set the Domain Motion setting to St at i onary, then select the
Solid Motion option and specify a velocity to account for the rotation of the solid. This can be
done with a steady-state solution because it will activate the term involving U as mentioned
above. In this case, the hot jet will always "see" the same part of the solid disk, but the temper-
ature field will be advected around the solid disk to account for the solid motion. When a rotating
solid has a stationary heat source applied, such as a brake disk where the brake pad is modeled
as a heat source, it is best to use this approach because it is computationally less expensive than
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a Transient Rotor Stator approach. A hot jet impinging on the disk can also be considered a
stationary heat source.

Note that applying a Domain Motion setting of Rot at i ng to a solid domain, or adding solid motion,
will not have any effect on the fluid momentum equations, and therefore it is necessary to specify a
rotational wall velocity on the fluid side of a domain interface whenever a solid is rotating in a sta-
tionary fluid domain (that is, whenever there is a frame change across the fluid-solid interface).

Additional information on plotting variables at a solid-fluid interface is available in Solid-Fluid Interface
Variable Values in the CFX Reference Guide.

1.3.Buoyancy

For buoyancy calculations, a source term is added to the momentum equations as follows:

N

SM,buoyz(p_pref) g (1.129)

The density difference PP ¢ is evaluated using either the Full Buoyancy model or the Boussinesq
model, depending on the physics.

When buoyancy is activated, the pressure in the momentum equation excludes the hydrostatic gradient
due to pref.This pressure is related to the absolute pressure as follows:

P, =p+p *p. G- (T~ Tref) (1.130)

abs

where 7ref is a reference location. The buoyancy reference location option is set under the Ref .
Locat i on option in CFX-Pre and can be set to a particular location. For details, see Buoyancy and
Pressure.

Absolute pressure is used to evaluate fluid properties that are functions of pressure; it can be visualized
in CFD-Post.

1.3.1. Full Buoyancy Model

For buoyancy calculations involving variable density, PP . is evaluated directly. This option is set

automatically when the simulation involves multicomponent flow, multiphase flow, or a fluid having
density set as a function of pressure, temperature, or other field variables.

1.3.2.Boussinesq Model

For buoyant flows where the density variation is driven only by small temperature variations, the
Boussinesq model is used. In this model, a constant reference density p__ is used for all terms other

than the buoyancy source term. The buoyancy source term is approximated as:

PPro=Preg BT~ Tres) (1.131)
where [ is the thermal expansivity:
10p
P=-paT (1.132)

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
56 of ANSYS, Inc.and its subsidiaries and affiliates.



Immersed Solids

and T, is the buoyancy reference temperature.

1.4.Immersed Solids

The Immersed Solids capability of CFX enables you to model steady-state or transient simulations in-
volving rigid solid objects that can move through fluid domains. The model involves the use of an im-
mersed solid domain that is placed inside a fluid domain to represent the rigid solid object, including

its shape, position, orientation, and velocity. As a simulation proceeds, CFX-Solver calculates which parts
of the fluid domain are overlapped by the immersed solid (that is, are within the immersed solid domain),
and applies a source of momentum to the fluid inside the immersed solid domain in order to force the
flow to move with the solid. This has the effect of making the flow outside of the immersed solid domain
behave as if it were flowing around a rigid solid object. Additional forcing terms are applied at the
boundary in order to improve the near-wall behavior of the flow near the immersed solid boundary.

The following topics are discussed:
1.4.1.Momentum Sources

1.4.2.Near-Wall Treatment for Immersed Solid Boundary

1.4.1. Momentum Sources

An immersed solid is a rigid solid object that moves within a fluid domain. The immersed solid object
occupies the same volume of space as part of the fluid domain that contains the immersed solid. In
order to model the effect of the immersed solid on the surrounding fluid, the fluid volume, which is
contained within the immersed solid volume, is forced to move with the solid by applying a source
term to the momentum equation Equation 1.83 (p. 42).

Sy=—afC(U,~U) (1.133)
Sy=-aBC(U,~U%) (1.134)
S,=—afC(U,-UH) (1.135)

Uy, Uy, and U, are the three components of fluid velocity and Uf, U}F,, and Ug are the components

of forcing velocity due to the immersed solid. The momentum source coefficient —=C is a large number,
and is evaluated as the average of the three diagonal coefficients in the momentum equation. Further,
a is the Momentum Force Scaling Factor, which is set to the default value of 10. 0. The appropriate
setting of the Momentum Source Scaling Factor is a balance between accuracy and robustness. A
higher value leads to a more accurate solution but is less robust and can give convergence difficulties.

The presence of an immersed solid in the flow field is modeled through a special  forcing function.
If no near-wall treatment is used near the immersed solid boundary, the 8 function is set to be zero
for fluid nodes lying outside the immersed solid domain, and one for fluid nodes inside the immersed
solid. If near-wall treatment is activated, the f function is set to be volume-averaged inside function
so that the f values and the corresponding forcing terms near the immersed boundary will be non-
zero. The volume-averaged inside function averages the inside function, weighted by the nodal
volume.

The solver automatically updates the mesh positions of the immersed solid at the beginning of each
time step, and then sets up a list of fluid nodes that lie inside the given immersed solid. The solver
applies the immersed solid sources to the fluid nodes that lie inside the immersed solid in order to
drive the fluid velocity towards the immersed solid velocity.
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1.4.2. Near-Wall Treatment for Inmersed Solid Boundary

The momentum source terms added to the fluid momentum equation can model the bulk behavior
of the fluid flow around the rigid solid object. However, they do not track the immersed solid
boundary accurately, or provide any sort of wall treatment near the immersed solid boundary to ac-
count for the boundary layer, or other effects on the flow. In order to better resolve these boundary
effects, CFX-Solver imposes a modified forcing term near the immersed boundary

1.4.2.1.Notation

This section describes notation used in the following sections pertaining to immersed solids.

Figure 1.3: Notation for Nodes Near the Immersed Solid Boundary

/-

FL

Figure 1.3: Notation for Nodes Near the Immersed Solid Boundary (p. 58) shows a schematic diagram
of an immersed solid boundary (shown as a red line). The nodes and points near the boundary are
labeled for reference in the following sections. The meaning of each label is tabulated below.

Label Meaning

W in-wall node

w in-wall point

NW near-wall node

IB point on the immersed solid boundary
FL fluid node

FL' fluid point
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In the figure, the orange arrow represents the wall normal direction corresponding to the given
NW node. For each NW node, the solver searches through the surrounding fluid nodes, and determ-
ines the corresponding FL node using a procedure that takes into account the normal distance
from the immersed boundary and the deviation from the normal direction.

Other notes about notation:

* "NIBG" elements are elements between corresponding NW and IW nodes. These are elements
that the immersed solid surface cuts through, and are colored blue in the figure above.

« "NIBF" elements are elements between corresponding FL and NW nodes. These are elements that
are immediately adjacent to the "NIBG" elements and are colored white in the figure above.

+ Ay is the wall distance between the NW node and the IB point along the wall normal direction.

. (Ay)NIBG is the wall distance between the NW node and the IW point.

. (Ay)NIBF is the wall distance between the FL' point and the NW node.

1.4.2.2.Laminar Flow Treatment

For laminar flows, no wall scale equation is solved. Instead, the velocity near the immersed
boundary is computed based on the wall distance, assuming constant wall shear in the boundary
profile region.

The tangential forcing velocity at the near-wall fluid nodes is governed by:

(UNWF)Tang

_(U lMS) +ﬂ Ay [(U ) —(U IMS) ] (1.136)
B 1B Tang  Mnw (4Y)gpet4Y FLJ Tang IB Tang

where (UNWF)Tang is the tangential forcing velocity at the NW node, P is the dynamic viscosity
at the NW node, Uy and Mg, are, respectively, the fluid velocity and dynamic viscosity at the FL

node, and (Ay)NlBF
[(Ay)NIBF +Ay] is essentially the normal distance between this node and the immersed boundary.

is the distance between the corresponding FL point and NW node. Note that

The normal forcing velocity at the NW node is computed as the normal component of the velocity
at the IB point on the immersed boundary:

IMS
(Uis™ ) yorm (1.137)
The fluid velocity at the near-wall nodes is forced to be:
F IMS F
Unw =(Uig )y orm* (Unw )Tang (1.138)

In this way, the velocity field is forced to flow around the immersed boundary to avoid (or alleviate)
the problem of streamlines penetrating the immersed solid.
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1.4.2.3.Turbulent Flow Treatment

For moving immersed solids or high Reynolds number turbulence cases, it is usually not possible
to generate a fine mesh that resolves the laminar sub-layer. Hence, wall functions are used for fluid
elements near the immersed boundary. The implementation of wall functions for immersed solids
is more complicated than for wall functions near regular walls because of the non-uniform wall
distance for elements next to the immersed boundary.

1.4.2.3.1.Wall Distance

For fluid nodes that are inside the immersed solid, the wall distance is set to zero. For fluid nodes
near the immersed solid, the wall distance is computed as a function of the wall scales. The wall
scales are set algebraically to zero for fluid nodes inside the immersed solid, but the shape of
the immersed boundary is not properly taken into account for the wall scale equation.

For the near-immersed-boundary nodes, the physical distance from the immersed boundary
tracking method is used to implement the turbulent wall functions.

1.4.2.3.2.SST Model

The wall distance from the modified wall scale equation is used to compute the two blending
factors. The production and dissipation terms inside the immersed solid are reset to zero for both
the turbulent kinetic energy equation and turbulent frequency equation. This way, the turbulent
kinetic energy and turbulent frequency will be solved without any source terms and solutions
will serve as a natural condition for the fluid turbulence equations.

In the SST turbulence model, the turbulent eddy viscosity is computed from the turbulent kinetic
energy and turbulent frequency:

‘uszk/a) (1.139)

1.4.2.3.3.Scalable Wall Function

In general, it is impractical (if not impossible) to have a mesh which resolves the sublayer, and
therefore, it is necessary to specify w,,,; taking account of the logarithmic region.

U*Z
a)log_ Cyl/szy* (1 A 40)
w=C, M2 (1.141)
y=uAy/v (1.142)
wlog=—— AU ____AU 1143
T kin(y)+C (1.143)
Twall=PU Uy (1.144)

Here, AU is the fluid tangential velocity relative to the immersed boundary, and Ay is computed
as the distance from the near-immersed-solid nodes to the immersed boundary. In the scalable
wall function, the lower value of y* is limited to 11.06 at the intersection between the logarithmic

and the linear near wall profile.

Further, the velocity at the NW nodes is forced according to the wall function:
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[(UFL)Tang_(UIBIMS)Tang] (1.145)

Similar to the case of laminar flow, the tangential velocity on the NW nodes is enforced according
to equation Equation 1.145 (p. 61) and the momentum source term is computed taking into ac-
count both the wall normal velocity and tangential forcing velocity:

UNWF:(UIBIMS)Norm"'(UNWF)Tang (1.146)

In this way, the velocity field will be forced to flow around the immersed boundary to avoid (or
alleviate) the problem of streamlines penetrating the immersed solid.

1.5. Multicomponent Flow

The following topics will be discussed:

Multicomponent Notation (p. 61)
Scalar Transport Equation (p.61)

Algebraic Equation for Components (p. 63)

+ Constraint Equation for Components (p. 63)

* Multicomponent Fluid Properties (p. 63)

Energy Equation (p. 64)

Multicomponent Energy Diffusion (p. 65)

1.5.1. Multicomponent Notation

Components are denoted using capital letters A, B, C, and so on. In general, a quantity subscribed
with A, B, C, and so on, refers to the value of the quantity corresponding to A, B, C, and so on. For
example, the density (p) of component B would be written Pg:

1.5.2.Scalar Transport Equation

For a multicomponent fluid, scalar transport equations are solved for velocity, pressure, temperature
and other quantities of the fluid. For details, see Governing Equations (p. 42). However, additional
equations must be solved to determine how the components of the fluid are transported within the
fluid.

The bulk motion of the fluid is modeled using single velocity, pressure, temperature and turbulence
fields. The influence of the multiple components is felt only through property variation by virtue of
differing properties for the various components. Each component has its' own equation for conservation
of mass. After Reynolds-averaging (see Turbulence Models (p. 99)) this equation can be expressed in
tensor notation as:

ap, 4pU; =~ =Y 7
ﬁ’fa(T,l):—%(Pi(Uif‘Uj)—P- U; )+51- (1.147)
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where:

f)i is the mass-average density of fluid component i in the mixture, that is, the mass of the component
per unit volume,

(71:2(/'31, 17,-]-)/ p is the mass-average velocity field,

U;j is the mass-average velocity of fluid component i,

pi(ﬁ,-j—i]j) is the relative mass flux,

S, is the source term for component I, which includes the effects of chemical reactions.

Note that if all the terms in the expanded form of Equation 1.147 (p. 61) are summed over all com-
ponents, the result is the standard continuity equation,

ap 9(pU))
_ 1.148
gttt ax, O (1.148)

because the reaction rates S; must sum to zero.

The relative mass flux term accounts for differential motion of the individual components. This term
may be modeled in a number of ways to include effects of concentration gradients, a pressure
gradient, external forces or a temperature gradient. Of these possible sources of relative motion
among the mixture components, the primary effect is that of concentration gradient. The model for
this effect gives rise to a diffusion-like term in Equation 1.147 (p. 61).

,-0,) rop
1)~ an]

p(U;-U;))= (1.149)

The molecular diffusion coefficient, I';, is assumed to be equal to p D;, where D; is the Kinematic
Diffusivity set on the Fluid Models tab for a domain in CFX-Pre. For details, see Fluid Models Tab
in the CFX-Pre User's Guide. A detailed description of the effects of the relative mass flux term and
various models for it may be found in reference [29].

Now, define the mass fraction of component i to be:

! (1.150)

Note that, by definition, the sum of component mass fractions over all components is 1. Substituting
Equation 1.150 (p. 62) and Equation 1.149 (p. 62) into Equation 1.147 (p. 61), you have:
ap?) dpU¥) o (00 o (o7
—(r,.gj]—a—xj(p Y, Uj)+S; (1.151)

at ox; 0x;

The turbulent scalar fluxes are modeled using the eddy dissipation assumption as:

K dY,
J_S_Ct a_xj (1.152)

”

-pY; U

where Sc, is the turbulent Schmidt number. Substituting Equation 1.152 (p. 62) into Equa-
tion 1.151 (p. 62) and assuming now that you have mass weighted averages of Y;:
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a(pY) 9(PUY) 4 Y,
gt T ox;, " ox; Liwgx )*Si (1.153)

where:

eff

u
T =1“,-+S—Ctt (1.154)

Equation 1.153 (p. 63) is simply a general advection-diffusion equation of the form common to the
equations solved for each of the other dependent variables in the fluid flow calculation. Thus, it is
convenient to solve for the Y; in order to establish the composition of the fluid mixture.

1.5.3. Algebraic Equation for Components

The specified equation is used to calculate the component mass fraction throughout the solution
domain.

1.5.4. Constraint Equation for Components

The CFX-Solver solves N-—1 mass fraction equations (either transport equations or algebraic equations)
for all but one of the components. The remaining component is known as the constraint component

because its mass fraction is determined by the constraint equation:
NC

) vl (1.155)

i=AB,C.,...

The performance of the CFX-Solver will not be affected by your choice of constraint component.

1.5.5. Multicomponent Fluid Properties

The physical properties of general multicomponent mixtures are difficult to specify. The default
treatment in Ansys CFX 2021 R2 makes the assumption that the components form an ideal mixture.
For details, see Ideal Mixture in the CFX-Solver Modeling Guide.

Now consider a given volume V' of the fluid mixture. Let M; be the mass of component i present in
this volume, then p.=M;/ V.The partial volume of component i is defined to be the volume, V;, that

would be occupied by the given mass of the component at the same (local) temperature and pressure
as the mixture. The "thermodynamic density" of the component, which results from evaluating its
equation of state at the mixture temperature and pressure, may be expressed as <pi>:M,-/ V;. Because

the partial volumes of all components must sum to the total volume, V, you have:
N¢ N¢

V; Mf/<pi>
1= Z V= Z M/ p,
i=AB..  i=AB.. (1.156)

or:
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Nc
Yi

1;...@ (1.157)

=

Thus, the mixture density may be calculated from the mass fractions Y; and the thermodynamic
density of each component, which may require knowledge of the mixture temperature and pressure,
as well as an appropriate equation of state for each component.

Note carefully the distinction between P, and (pi).The component mass density, P is a quantity re-

lating to the composition of the mixture, while the thermodynamic density, <pi>, is a material property
of the component.

An arbitrary constitutive fluid property may be calculated from:
N¢

a= Z Y;q (1.158)

i=AB...

where ; is the property value for fluid component i. While it may appear anomalous at first sight
that density does not conform to this expression, the specific volume (volume per unit mass, that is,

1/ (pi>) does indeed conform, as can be seen by considering Equation 1.158 (p. 64). Properties that

may be evaluated for a multicomponent mixture using Equation 1.158 (p. 64) include the laminar
viscosity (1, the specific heat at constant volume c,, the specific heat at constant pressure cp, and the
laminar thermal conductivity A.

1.5.6.Energy Equation

Recall that Equation 2.5 (p. 101) is the Reynolds-averaged conservation equation for energy of a single
component fluid. Extending this equation for multicomponent fluids involves adding an additional
diffusion term to the energy equation:

_0_ or;
3 X, Zrihiaxj (1.159)

For turbulent flow, this term is Reynolds-averaged (see Turbulence Models (p. 99)) giving:
N¢

= Y n 0 ?I-"‘Y;,
aixj Z(Fi+ri)(hi+hi)(Tj) (1.160)

This expression introduces several terms involving the fluctuations of diffusion coefficient, component
enthalpy and species concentration. Under certain circumstances, the fluctuating components could
be an important component of the diffusion process. However, adequate models are not available
within the existing turbulence model to account for these effects. Thus, only the mean component

is retained in the current version of Ansys CFX.

The implemented conservation of energy equation for multicomponent fluids involves only mean
scalar components and is expressed as:
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My
5 (pH)- 6t+6x (pU;jH)=5; ZI" hlﬁ P_rt% +Sg (1.161)

1.5.7. Multicomponent Energy Diffusion

The energy equation can be simplified in the special case that all species diffusivities are the same
and equal to thermal conductivity divided by specific heat capacity,

['i=1—'=cip (1.162)

Equation 1.162 (p. 65) holds when the Lewis number is unity for all components: Le;=1/ (cp I’,-):l.
For turbulent flow, assuming Le;=1 for all components is usually just as good as the common practice
of using the fluid viscosity for the default component diffusivity (unity Schmidt number, S¢;=u/ I';=1).
For Le;=1, the energy equation (Equation 1.161 (p. 65)) simplifies exactly to the following:

i(pH) £+i(pU H] 0 (L ﬁ)ﬂ

ot at " 0x; ax; Cp *Pr, 0x; +Sg (1.163)

Equation 1.163 (p. 65) has the advantage that only a single diffusion term must be assembled, rather
than one for each component plus one for heat conduction. This can significantly reduce numerical
cost, in particular when the fluid consists of a large number of components.

When component-dependent turbulent Schmidt numbers are specified, the turbulent energy flux
must be generalized. This is achieved by splitting the turbulent fluctuation of enthalpy into the con-
tributions from temperature fluctuation, pressure fluctuation and fluctuations of component mass
fractions:

n'~C,T+ I8 p +2h Y (1.164)

Using this transformation, the turbulent energy flux can be modeled by applying the eddy diffusivity
model with turbulent Prandtl number to the temperature fluctuations plus the sum of the secondary
enthalpy transport terms derived from the component mass fluxes:

Ul x-pu; [CPT +50 hp +Zhy ) (1.165)
—pu;h"z-Cppu;-'T”-g—zu}-’P"-Zhipu}'Y,f' (1.166)
i=1
H U G
— o~ 0T [0h "t | 0P vl
~PUH = Copye ax}”(ap Prt) ax,-';[hipujyi) 1.167)

Inserting the eddy diffusivity model for the turbulent component mass fluxes yields the following
model for the turbulent enthalpy flux:

N¢
ot 9T (@ ﬁ)ﬂ e 0Y,
_p”ih~CPPr ax] 0P Pr, ax}-+Zh Sct, ax] (1.168)
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The previous relation is equivalent to the eddy diffusivity model applied to enthalpy and generalized
for different Pr, and Sc,;, as can be derived by expanding the enthalpy gradient term according to

the chain rule h=h(T,P,Y;) :

— M oh_H | 9h 9T  9h 0P ah%
~PUR~Pr, x; =P, | 9T "0x; 0P 0x; T £49Y, Tx, (1:169)
T . (0h
p”1h~Prt(CP6x, (55 )ax, ;hlax]] (1.170)
—— K 9T (ah K ) 9P & 1, aY,
_pujh~CPP_rt'6_Xj+(6_ p—)a— Z (Prt'_axj 4170

Using the above reIations the energy equation for generalized turbulent component transport becomes:
5t (pH) -5 +ax (pUH)

(A Cp ) “‘(% Ifrtt)ax] Zh( )

And for the special case that the eddy diffusivity assumption is used for modeling the turbulent mass
flux for each component:

at(pH) 6t+6x (pUH)
o) Eo(84) £ S 2 s,
( t g t ti

For the Thermal Energy heat transfer model the pressure gradients are assumed to be small compared
to the other terms, and the corresponding terms are neglected from the equation.

(1.172)

+SE

(1.173)

1.6. Additional Variables

There are several types of Additional Variable equations supported by CFX-Solver:
+ Transport Equations for Additional Variables (p. 66)

« Diffusive Transport Equations for Additional Variables (p. 67)

+ Poisson Equations for Additional Variables (p. 67)

+ Algebraic Equations for Additional Variables (p. 68)

1.6.1.Transport Equations for Additional Variables

The general form of the transport equation for an Additional Variable is:

a(gt(p) +V-(pU ¢) =V-(pDy V) +S, (1.174)

where:
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+ U is the fluid velocity in the case of a fluid or porous domain, or U=Us in the case of a solid domain
with a specified solid motion velocity, where U, is the solid velocity.

* p is the mixture density, mass per unit volume

+ @ is the conserved quantity per unit volume, or concentration

+ @=®/ p is the conserved quantity per unit mass

* Sy is a volumetric source term, with units of conserved quantity per unit volume per unit time
+ D, is the kinematic diffusivity for the scalar

For turbulent flow, this equation is Reynolds-averaged (see Turbulence Models (p. 99)) and becomes:

d 2
(apt(p)_+v-(pU(p):V-((pD¢+S—gt)V(p)+5'q) (1.175)

where:
*+ Sc, is the turbulence Schmidt number

* M, is the turbulence viscosity

1.6.2. Diffusive Transport Equations for Additional Variables

The general form of the diffusive transport equation for an Additional Variable (non-reacting scalar)
is:

d(p o)
ot

=V-(p Dy V)+S, (1.176)

where:

+ p is the mixture density, mass per unit volume.

+ @ is the conserved quantity per unit volume, or concentration.

« =@/ p is the conserved quantity per unit mass.

+ Sy is a volumetric source term, with units of conserved quantity per unit volume per unit time

* Dy is the kinematic diffusivity for the scalar.

1.6.3. Poisson Equations for Additional Variables

The general form of the Poisson equation for an Additional Variable (non-reacting scalar) is:
V-(pDy V)+S,=0 (1.177)

where:

* p is the mixture density, mass per unit volume.
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+ @ is the conserved quantity per unit volume, or concentration.
+ @=®/ p is the conserved quantity per unit mass.
+ Sy is a volumetric source term, with units of conserved quantity per unit volume per unit time

* Dy is the kinematic diffusivity for the scalar.

1.6.4. Algebraic Equations for Additional Variables

Additional Variables may be set up as either algebraic equations or transport equations. For algebraic
Additional Variables, you must provide an expression for its value throughout the domain. An algeb-
raic Additional Variable definition can be as simple as a copy of an existing variable.

Important:

Results obtained using an Additional Variable that references an existing variable may
differ from results obtained using the referenced variable directly. This is because the cal-
culation recipes used for such Additional Variables may differ from those used for the
variable referenced. An example of this occurs when the referenced variable is a wall or
boundary only variable. In particular, a variable-specific recipe may exist to gather integra-
tion point values to nodes and this recipe may differ from the generic recipe applied for
Additional Variables.

1.7.Rotational Forces

For flows in a frame of reference that rotates at angular velocity w, additional sources of momentum
are required to account for the effects of Coriolis force, centrifugal force, and angular acceleration:

SM,rot:SCor+SCfg+SM,w (1.178)
where:
Scor=—2pwxU (1.179)
Sctg=—p wX(wxr) (1.180)
SM,(D:—p%xr (1.181)

and where r is the location vector and U is the relative frame velocity (that is, the rotating frame velocity
for a rotating frame of reference).

In the (total or thermal) energy equation, the advection and transient terms use the rothalpy, I, defined
by Equation 1.182 (p. 68), in place of the total enthalpy.

1.1
I=hyat% U'-5 @' R (1.182)

In the (total or thermal) energy equation, an additional source of energy is required to account for the
effects of angular acceleration:
SE'wz—p[U-(%xr)+(a)xr)-(%xr)] (1.183)
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1.7.1. Alternate Rotation Model

By default, the advection term in the momentum equation models the relative frame velocity:

2 +V-(pUU)

T (1.184)
=V:(-ps+u(VU+(VU)))-2p wxU-p wx(wxr)

The alternate rotation model modifies the advection and transient terms so they involve the absolute
frame velocity, U, ., rather than the relative frame velocity, U.

The change of variable in the advection term requires a modification of the original Coriolis source
term. The final form of the momentum equation becomes:

ag_tu'l-v(p U®Uabs)

T (1.185)
=V-(-p8+u(VU+(VU) ))-p wxU-p wx(wxr)

Modeling details and recommendations on when this should be used are available in Alternate Rotation
Model in the CFX-Solver Modeling Guide.

1.8.Sources

Additional source terms can be applied either to a volume defined by a subdomain, or to a point
within a domain. A point source is actually implemented as a volumetric source within a single domain
element whose center is nearest to the specified point.

This section describes:
1.8.1.Momentum Sources
1.8.2.General Sources
1.8.3. Mass (Continuity) Sources
1.8.4.Bulk Sources
1.8.5.Radiation Sources

1.8.6.Boundary Sources

For additional details, see Sources in the CFX-Solver Modeling Guide.

1.8.1. Momentum Sources

A momentum source is implemented in Ansys CFX as a force per unit volume acting on the fluid(s).
Momentum sources can be used to model isotropic losses in porous regions, directional losses in
porous regions, or other processes. These situations are described further in the following sections.
More information on how to use the momentum source models is available in Momentum Sources

in the CFX-Solver Modeling Guide.

1.8.1.1.Isotropic Loss Model

The momentum loss through an isotropic porous region can be formulated using permeability and
loss coefficients as follows:
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u p
SM:X=_errm UX—K]OSS? |U| UX
I P
SMy= " Toem Ur~Kioss 7 1UI Uy (1.186)
H P
SMZ:_errm UZ—K]OSSE IUI UZ

where Kperm is the permeability and K| is the quadratic loss coefficient. The linear component
of this source represents viscous losses and the quadratic term represents inertial losses.

Note:

K,,ss Mmay be thought of as a 'pressure gradient per dynamic head'. An engineering
handbook may provide data in the form of a 'pressure drop per unit head'. To calculate
K, divide by the distance over which the pressure drop occurs (which could be the
thickness of a perforated plate, for example).

The source may alternatively be formulated using linear and quadratic resistance coefficients, sub-
stituting two coefficients Cp; and Cp, as follows:

__ M
CRl_ errm (1187)
Cr=Kios & (1.188)
R2™ ™ loss 2 :

1.8.1.2. Directional Loss Model

The momentum source through an anisotropic porous region (such as a honeycomb or perforated
plate) may be modeled using the directional loss model. With this model, the streamwise direction
(which is permitted to vary in space), must be specified. Consider a streamwise-oriented coordinate
system (x’,y’,z’) such that the x"-axis is aligned with the streamwise direction and the y’,z" axes
lie on the transverse plane. The momentum losses in these directions are:

SM = - Ux’_Kigossglulux’

X ngrm

Sum

C B T P
y=7r= Uy Ko [UIU, (1.189)

SM = - Uz'_KlTossgluluz’

z ngrm

where Kf,erm and ngrm are the streamwise and transverse permeabilities, and K]SOSS and Kﬁ)ss are
the streamwise and transverse quadratic loss coefficients. These quantities may also be expressed
in terms of linear and quadratic resistance coefficients.

In addition, the transverse loss may be modeled by multiplying the streamwise coefficients by some
factor. If this option is used together with a streamwise permeability, the implied transverse per-
meability is equal to the streamwise permeability divided by this factor.

Note:

Each of K} and K. may be thought of as a 'pressure gradient per dynamic head". An
engineering handbook may provide data in the form of a 'pressure drop per unit head'.
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To calculate KISOSS or KITOSS, divide by the distance over which the pressure drop occurs
(which could be the thickness of a perforated plate, for example).

1.8.1.3. General Momentum Sources

The general momentum source is available for specifying momentum sources that are not covered
by the isotropic or directional loss models. A different source can be specified for each direction
as follows:

SM’X:SSpeC,xi (1.190)
Smy=Sspecy J (1.191)
SM’Z=SSpeC’2k (1.192)

where the Sspecx quantities are the specified momentum components. In Ansys CFX 2021 R2, a
representative scalar linearization coefficient based on the derivative:

35,

ou

(1.193)

may be specified to provide robust convergence when a general momentum source is present.

1.8.1.4.Immersed Solid Sources

The presence of an immersed solid in the flow field is modeled through a body force similar to the
general momentum source. For details, see Immersed Solid Control in the CFX-Pre User's Guide and
Momentum Sources (p. 57).

1.8.2.General Sources

Any scalar equation may have a source term Sy. This covers the energy, Additional Variable, turbulence,
and mass fraction equations.

A linearization coefficient

9 Sy (1.194)

¢

may also be specified to provide robust convergence when sources are present. For the energy
equation, the derivative is actually taken with respect to temperature.

For details, see General Sources in the CFX-Solver Modeling Guide.

1.8.3. Mass (Continuity) Sources

The mass source contribution, Sy, to the conservation equation for the fluid mass is specified exactly
as for a general source.

The mass source contributes an additional term to all other transported variables ¢:

Sng,:max(SMS,O) +min(SMS,O) ) (1.195)

(pMS
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The exterior ¢, Must be specified in the case that Sy, is positive, in which case, the source behaves
very much like an inlet boundary condition.

For details, see Mass (Continuity) Sources in the CFX-Solver Modeling Guide.

1.8.4.Bulk Sources

For details, see Sources in Multiphase Flow (p. 224).

1.8.5. Radiation Sources

For details, see Radiation Theory (p. 345).

1.8.6.Boundary Sources

For details, see Boundary Sources in the CFX-Solver Modeling Guide.

1.9.Boundary Conditions
The following topics will be discussed:
+ Inlet (Subsonic) (p.72)

+ Inlet (Supersonic) (p. 76)

+ Outlet (Subsonic) (p. 76)

+ Outlet (Supersonic) (p. 81)

+ Opening (p. 81)

- Wall (p. 83)

+ Symmetry Plane (p. 84)
1.9.1.Inlet (Subsonic)

1.9.1.1. Mass and Momentum

1.9.1.1.1.Normal Speed in

The magnitude of the inlet velocity is specified and the direction is taken to be normal to the
boundary. The direction constraint requires that the flow direction, D;, is parallel to the boundary
surface normal, which is calculated at each element face on the inlet boundary.

1.9.1.1.2. Cartesian Velocity Components

The boundary velocity components are specified, with a non-zero resultant into the domain.
Uniec=Uspec I+ Vspec j+ Wspec k (1.196)
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1.9.1.1.3. Cylindrical Velocity Components

In this case the velocity boundary condition is specified in a local cylindrical coordinate system.
Only the axial direction of the local coordinate system must be given and the components of
velocity in the r, theta and z directions are automatically transformed by the CFX-Solver into
Cartesian velocity components. So, in this case you would specify:

Ulnlet= U’USPGC r+ UG,spec é"’ UZ,spec VA (1.197)

and the solver will compute the rotation matrix that transforms these components from the cyl-
indrical components to the Cartesian components such that the boundary condition is the same
as if Cartesian components were specified:

Uiniec=Uspec I+ Vspec j+Wispec k (1.198)
For details, see Cylindrical Velocity Components in the CFX-Solver Modeling Guide.

1.9.1.1.4.Total Pressure

The Total Pressure (p. 34), Do is specified at an inlet boundary condition and the CFX-Solver

computes the static pressure needed to properly close the boundary condition. For rotating
frames of reference one usually specifies the stationary frame total pressure instead.

The direction constraint for the Normal To Boundary option is the same as that for the Normal
Speed In option. Alternatively, the direction vector can be specified explicitly in terms of its three
components. In both cases, the boundary mass flow is an implicit result of the flow simulation.

1.9.1.1.5. Mass Flow Rate

The boundary mass flow rate is specified along with a direction component. If the flow direction
is specified as normal to the boundary, a uniform mass influx is assumed to exist over the entire
boundary. Also, if the flow direction is set using Cartesian or cylindrical components, the compon-
ent normal to the boundary condition is ignored and, again, a uniform mass influx is assumed.
The mass influx is calculated using:

pU=J‘dA (1.199)
S
where
_[dA (1.200)
S

is the integrated boundary surface area at a given mesh resolution. The area varies with mesh
resolution because the resolution determines how well resolved the boundary surfaces are. The
value of p U is held constant over the entire boundary surface.

1.9.1.2.Turbulence

For the k-& turbulence model and Reynolds stress models, the inlet turbulence quantities, k and
&, are either specified directly or calculated using expressions that scale the distribution at the inlet
according to the turbulence intensity, I, where:
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U (1.201)
The inlet flows of k and & involve advection and diffusion.
kK  _ Ak k
QInlet_ Qadvect + Qdiffus (1 -202)
£ _AE £
QInlet_ Qadvect+ Qdiffus (1 -203)

The advection flows are evaluated using the computed inlet values of k and &:

A

@ qvec=M Kspec (1.204)
2 .

Qadvect=m Espec (1.205)

The diffusion flows are assumed to be negligible compared to advection, and are equated to zero.

1.9.1.2.1. Default Intensity and Autocompute Length Scale

When default inlet turbulence intensity is selected, the value is set to:
I=1;=0.037 (1.206)

which is an approximate value for internal pipe flow. The inlet turbulence energy is calculated
using:

Knie=3 I'U' (1207)
and the turbulence dissipation calculated using:
Elnlet=P CM%Z (1.208)
where:
u=Clu (1.209)

where C is the turbulence intensity factor at the boundary condition. The default value of C is
1000.

1.9.1.2.2. Intensity and Autocompute Length Scale

The turbulence intensity is specified directly and the distributions of k and ¢ at the inlet calculated
using the same relationships as the Default I ntensity and Autoconpute Length
Scal e option.

1.9.1.2.3. Intensity and Length Scale

The turbulence intensity and length scale are both specified. The turbulence kinetic energy and
dissipation are calculated using:

klnlet:% rv (1.210)

and

Nlw

Elnter= (1.211)

~=

t
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1.9.1.2.4. k and Epsilon

Both k and ¢ are specified directly:
Kintet=Kspec (1.212)

and
glnlet:‘(:SPeC (1 21 3)

When the Reynolds stress model is employed, the Inlet boundary conditions are specified with
the same turbulence options as those for the k- model. Additionally, the stress tensors are ex-
tracted using the computed value of k. This is done by assuming the Inlet boundary to be iso-
tropic with respect to the Reynolds stresses, such that the normal stress components are:

Uy, U,=Uy Uy=U, u;% k (1.214)

and the shear stress components are equal to zero:
Uy Uy=uy U,=uy u,=0 (1.215)

1.9.1.3. Heat Transfer

1.9.1.3.1. Static Temperature

The inlet static temperature is specified:
T'statnlet=T'spec (1.216)

The inlet energy flow involves advection and diffusion.
anlet:Qadvect+Qdiffus (1.217)

The energy flow by advection is a function of the specific total enthalpy, h;:
@, gvect=" Mot (1218)

where h,; is computed from the specific static enthalpy, hg,, and the inlet boundary velocity:
1

htotzhstat"‘f U (1.219)
The static enthalpy is computed using the specified value of Tspec, the boundary values of U and

p, and the thermodynamic relationship for h=h(p,T) for the given fluid. The evaluation of U
depends upon the nature of the mass and momentum specification for the boundary condition.

The Inlet energy flow by diffusion is assumed to be negligible compared to advection, and equated
to zero.

1.9.1.3.2. Total Temperature

The boundary advection and diffusion terms for specified total temperature are evaluated in exactly
the same way as specified static temperature, except that the static temperature is dynamically
computed from the definition of total temperature:

Ttot,Inlet: Tspec (1.220)

which for a fluid with constant heat capacity is:
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2

Tstat,lnlet: Ttot,Inlet_z_Cp (1.221)

Additional information on the treatment of variable specific heat is available in Ideal Gas Equation
of State (p. 45).

1.9.1.4. Additional Variables

The value of the Additional Variable is specified explicitly at an inlet:
Pppter=Pspec (1.222)

The inlet flow of @ involves advection and diffusion:

@ _P @
QInlet_ Qadvect+ Qdiffus (1.223)
and the advection quantity is evaluated using the specified value of @:
(p .
Qdvect=M Pspec (1.224)

The inlet flow by diffusion is assumed to be negligible compared to advection, and set to zero.

1.9.2.Inlet (Supersonic)

1.9.2.1. Heat Transfer

1.9.2.1.1. Static Temperature

The static temperature is specified at the supersonic inlet boundary:
Tstat nlet=T'spec (1.225)

1.9.2.1.2.Total Temperature

Total temperature is specified at the supersonic inlet boundary:
Ttot,Inlet=TSpec (1.226)

Static temperature is dynamically computed from the definition of total temperature.

1.9.3.Outlet (Subsonic)

1.9.3.1. Mass and Momentum

1.9.3.1.1. Static Pressure (Uniform)

Relative Static Pressure is specified over the outlet boundary:
Pstat,outiet ™ Pspec (1.227)

1.9.3.1.2. Normal Speed

The magnitude of the outlet velocity is specified and the direction is taken to be normal to the
boundary at mesh resolution.
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1.9.3.1.3. Cartesian Velocity Components

The boundary velocity components are specified, with a non-zero resultant out of the domain.
Uoutier=Uspec I+ Vspec j+Wspec K (1.228)

1.9.3.1.4. Cylindrical Velocity Components
These are handled the same way as for an Inlet (Subsonic) (p. 72) boundary condition.
1.9.3.1.5. Average Static Pressure: Over Whole Outlet

The Outlet Relative Static Pressure allows the pressure profile at the outlet to vary based on up-
stream influences while constraining the average pressure to a user-specified value Espec, where:

= 1
Pspec=4 _!‘pip dA (1.229)

where P, is the imposed pressure at each integration point and the integral is evaluated over

the entire outlet boundary surface. To enforce this condition, the pressure at each boundary in-
tegration point is set to:

Piy=Pspect (P,~P,) (1.230)

So, the integration point pressure in this case is set to the specified value plus the difference
between the local nodal value and the average outlet boundary pressure. In this way the outlet
pressure profile can vary, but the average value is constrained to the specified value.

1.9.3.1.6. Average Static Pressure: Above or Below Specified Radius

In this case, the average pressure is only constrained in the region above or below the specified
radius by shifting the calculated pressure profile by the difference between the specified average
and the nodal average above or below the specified radius.

1.9.3.1.7. Average Static Pressure: Circumferential

The circumferential averaging option divides the exit boundary condition into circumferential
bands (oriented radially or axially depending on the geometry). The pressure within each band
is constrained to the specified average pressure value the same way as is done for the overall
averaging:

Piy=Pspec(n )+ (PP (1)) (1.231)

where the specified value is applied within a band and the nodal average pressure is also calculated
within a band.

1.9.3.1.8. Mass Flow Rate: Scale Mass Flows

The mass flux distribution across the outlet is determined by starting with the local mass flow
rate distribution calculated by the flow solver at each integration point:

mip=p,, Aip Uip (1.232)
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From that distribution, you calculate the estimated total mass flow rate through the outlet
boundary condition:

. est .
mtot:Zmip (1.233)
all

where the summation is over all boundary integration points. A scaling factor is computed at the
end of each coefficient loop that is used to scale the local integration point mass flows such that
they add up to the specified mass flow rate:

mspec

F=—22 (1.234)
Mo

Iteratively, during the computation, F' can be greater than or less than unity. The final integration
point mass flows are reset by multiplying the integration point mass flows by the scaling factor:

my=F p,, Aip Uip (1.235)

In this way, the mass flux profile is an implicit result of the solution and at the same time gives
exactly the specified mass flow rate.

1.9.3.1.9. Mass Flow Rate: Shift Pressure with or without Pressure Profile

This condition differs from the last one in that pressure is shifted in the continuity equation to
get the specified mass flow rate. Generally speaking, the mass flow rate at each boundary integ-
ration point is dependent upon both velocity and pressure:

mip=p,, Aip Uip(D;,)Unode) (1.236)

where the integration point velocity depends upon nodal velocity and integration point pressures
through the Rhie-Chow coupling. For this boundary condition, the integration point pressures
are given by an expression of the form:

piPZFppF0f+(1_F) (pnode_pnode) +pshift (1.237)

where Ppyrof 1S N optional specified pressure profile, Dode S the boundary node pressure, D, ode

is the outlet boundary nodal average pressure, F is the Pressure Profile Blend factor that sets
how much the specified profile influences the boundary condition, and Dyise is the level shift

factor automatically computed by the CFX-Solver each coefficient loop to enforce the specified
mass flow rate, such that:

ip
where the sum, in this case, is over all the outlet boundary condition integration points.

1.9.3.1.10. Mass Flow Rate: Shift Pressure with Circumferential Pressure Averaging

A further extension of the shift pressure feature for outlet mass flow rate conditions (or outlet
boundaries using an Average Static Pressure specification) enforces the specified profile as an
average pressure profile (or average pressure) in circumferential bands (radial or axial), held at a
particular value.
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Starting with the original formula for the integration point pressure in Equation 1.237 (p. 78):
instead of imposing a particular profile distribution, an average pressure profile within bands is
introduced:

pip=F ﬁprof(nk) * (pnode_ﬁnode(nk) ) +pshift (1.239)

where: ﬁprof(r]k) is the average pressure desired in band N and pnode(nk) is the current average
nodal value in band 7, . F' corresponds to the Pressure Profile Blend factor. When the specified

profile spatially varies, the flow solver will compute the average of that profile within each band
and then use those values for ppmf(r]k).

1.9.3.1.11. Exit Corrected Mass Flow Rate

The Exit Corrected Mass Flow Rate (ECMF) boundary condition allows you to specify an equivalent
mass flow rate corrected to a user specified reference temperature and pressure. If the reference
conditions are not provided, reference conditions will default to 1 [atm] and 15 [°C], corresponding
to Standard Atmosphere Sea Level Static conditions.

Performance of compressible turbomachinery is generally dependent on ten variables; blade tip
diameter, rotational speed, mass flow rate, inlet total temperature and pressure, exit total temper-
ature and pressure, gas constant, specific heat ratio, and viscosity. These ten variables may be
reduced to six similarity criteria: pressure ratio, temperature ratio, non-dimensional mass flow,
non-dimensional speed, Reynolds number, and the ratio of specific heats.

The non-dimensional mass flow parameter (0) is taken as the ratio of the actual mass flow rate
to that which would pass through an orifice of diameter d, with a velocity equal to the stagnation
speed of sound.
= - 240
= 2 1.24
polaolnd2/4 ( )

where P, and a,, are the stagnation (total) density and speed of sound at the outlet, respectively.

The ECMF is obtained by multiplying the non-dimensional mass flow by a constant value equal
to the mass that would pass through an orifice of the same diameter, d,, at a velocity equal to
the speed of sound at reference conditions.

mcorrze(prefarefndg/ll')
_ byaglies (1.241)
Meorr="7,_ a1

For ideal gases, we can substitute p and a with:

_P
. P=RT

at the local and reference conditions, where y is the ratio of specific heats and R is the specific
gas constant.

This reduces Equation 1.241 (p. 79)to:
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Pre,
. . RT,ff \IVR Tref
m =m—s, —
o = \YRT,
. V Tol/Tref

Meorr=M
corr P, / pref

where P,; and T, are the stationary frame total pressure and total temperature at the outlet.

(1.242)

To obtain a mass flow at the boundary, Equation 1.242 (p. 80)is rearranged to obtain the actual
mass flow rate based on the current outlet conditions and the specified corrected mass flow,
written as:

Tref Py
m=m —_— (1.243)
corr_spec T, pref

where, P; and T,; are mass averaged values of total pressure and temperature in the stationary
frame at the outlet.

Note that the current implementation is based on the ideal gas reduction above. While the
boundary condition will still provide the stability benefits for non-ideal gas simulations, the spe-
cified corrected mass flow may not correspond exactly to Equation 1.241 (p. 79)due to differences
inhow p_ and a,; are computed from the equation of state.

1.9.3.1.12. Radial Equilibrium

The radial equilibrium option divides the boundary condition into radially oriented circumferential
bands. The pressure within each band is constrained by the radial equilibrium condition:

dp, w0
Tk _Up (1.244)

dr ~PTy
This equation is used to calculate the pressure gradient dpk/dr in each band, n, based on the

band averaged tangential velocity, U, and density, p, as well as the band center radius, ;. The
band edge pressures, p,, are obtained by integrating this equation starting from the specified

pressure at the radial reference position. This pressure is used to constrain the solution pressure
with the following equation:

piszpk(r'nk)+(1_F) (pn+pk(nk) _pn(nk)) (1245)
where:

. pn(nk) is the area average nodal pressure, within a band m,
. pk(r,nk) is linearly interpolated between the band edge values to the local face radius, r
+ and pk(nk) is the evaluated pressure at the band mid-radius.

As for all average static-pressure options, the pressure profile blend factor, F, can be applied to
this boundary condition. If the factor F=,1 then the pressure at each face is fully constrained to
the pressure obtained from the radial equilibrium condition, pk(r,r]k), so that a circumferential

profile is not allowed within the band. If the factor F=0, then a circumferential profile is allowed
to develop with the average of that profile equal to the radial equilibrium pressure.
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Band center
radius

1.9.3.2.Turbulence, Heat Transfer, Convected Additional Variables, and Other
Scalars

For scalar quantities, the CFX-Solver imposes a constant gradient constraint (generally non-zero)
at the outlet boundary.

1.9.4. Outlet (Supersonic)

The specification of a supersonic outlet boundary condition requires no accompanying values, except
for the radiation intensity if radiation is modeled.

1.9.5.Opening
An opening boundary condition allows the fluid to cross the boundary surface in either direction. For
example, all of the fluid might flow into the domain at the opening, or all of the fluid might flow out

of the domain, or a mixture of the two might occur. An opening boundary condition might be used
where it is known that the fluid flows in both directions across the boundary.

1.9.5.1. Mass and Momentum

1.9.5.1.1. Cartesian Velocity Components

The Cartesian components of the flow velocity are specified at the opening boundary:

UOpening=Uspec i+Vspec Jj+ W spec k (1.246)

1.9.5.1.2. Cylindrical Velocity Components

These are handled the same way as for an Inlet (Subsonic) (p. 72) boundary condition.
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1.9.5.1.3. Pressure and Direction

An opening boundary condition can also be specified with a Relative Pressure value:
pOpening=pSpec (1.247)

The value is interpreted as relative total pressure for inflow and relative static pressure for outflow.

The direction component, normal to boundary condition or direction components, must also be
specified. The magnitude of the velocity at the opening boundary is then part of the solution.

1.9.5.1.3.1. Loss Coefficient

You can optionally specify a loss coefficient, f:
F=fspec (1.248)

with a velocity component specification at an opening boundary. The pressure drop is calculated
using:

1
Ap, =5 fp UZ (1.249)

where U, is the magnitude of the velocity component normal to the opening boundary. For
inflows, the constraint on pressure and velocity becomes:

1 2
Pspec=7 f P Un=Dg,, (1.250)

and for outflows, the constraint becomes:

1
Pspect?2 fp Uﬁ:pstat (1.251)

The coefficient can be used to model the pressure drop across a screen or other planar resistance.

1.9.5.2. Heat Transfer

1.9.5.2.1. Static Temperature

Opening temperature or Static temperature can be specified at the opening boundary:
Tstat,Opening: Tspec (1.252)

1.9.5.3. Additional Variables

For flow into the domain, the value of the Additional Variable at an opening boundary is that spe-
cified on the Additional Variable Details tab:

¢0pening=¢spec (1.253)

For flow out of the domain the specified value is not used. The value for flow out of the domain
is calculated by the CFX-Solver and is the Additional Variable value taken from the solution field.
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1.9.6.Wall

1.9.6.1. Mass and Momentum

1.9.6.1.1. No Slip (Not Moving, No Wall Velocity)

The velocity of the fluid at the wall boundary is set to zero, so the boundary condition for the
velocity becomes:
Uyan=0 (1.254)

1.9.6.1.2.Free Slip

In this case, the velocity component parallel to the wall has a finite value (which is computed),
but the velocity normal to the wall, and the wall shear stress, are both set to zero:

Unwan=0 (1.255)
Tw=0 (1.256)

1.9.6.1.3. Finite Slip
For details on finite slip wall, see Finite Slip Wall in the CFX-Solver Modeling Guide
1.9.6.1.4.Specified Shear

For details on specified shear wall, see Specified Shear in the CFX-Solver Modeling Guide
1.9.6.1.5. No Slip (Moving, with Wall Velocity)

In this case, the fluid at the wall boundary moves at the same velocity as the wall. There are three
different options for the wall velocity:

+ Cartesian Components: You can directly specify Cartesian components in a local coordinate
frame or the global coordinate frame:
Uwau:Uspec i+Vspec j+Wspec k (1.257)

+ Cylindrical Components: You can directly specify cylindrical components in a local cylindrical
coordinate system:

Uyyan=Ur,spec r+ U@,spec 0+ Uzspec Z (1.258)

and the solver automatically transforms the cylindrical velocity components into the global
Cartesian coordinate system.

+ Counter-rotating Wall and Rotating Wall : A counter-rotating wall can be specified for walls
in rotating frames. In this case, the wall is stationary in the absolute frame; in the relative frame,
it moves with a velocity:
Uyai=-wR (1.259)

where R is the radial vector from the domain axis of rotation to the wall and w is the domain
angular velocity.
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A rotating wall can be specified in both stationary and rotating frames. This option is useful
to use in stationary domains when you would like to create a spinning wall. In this case, you
enter a local rotation axis for the wall boundary and the wall velocity:
Upani=w R (1.260)

The solver automatically transforms the specified wall velocity into Cartesian components. This
option could be used to duplicate the counter rotating wall option in rotating frames by explicitly
setting the angular velocity equal to minus one times the domain angular velocity.

1.9.6.2. Turbulence

The treatment of wall boundary conditions for turbulent flow is the same as for laminar flow, except
for No Slip. For details, see Modeling Flow Near the Wall (p. 153).

1.9.6.3. Heat Transfer

1.9.6.3.1. Adiabatic

The Adiabatic Wall boundary condition allows no heat transfer across the Wall boundary:
q,=0 (1.261)

1.9.6.3.2. Fixed Temperature

Static Temperature is specified at the wall boundary:
Tstat,w=T'spec (1.262)

1.9.6.3.3. Heat Flux

Heat flux at the wall boundary is specified:
Gy =Yspec (1.263)

1.9.6.3.4. Heat Transfer Coefficient

Heat flux at the wall boundary is calculated using:
qw=hc(Tb_ Tow) (1.264)

where h. is a specified heat transfer coefficient, T} is the specified boundary temperature, (that
is, outside the fluid domain) and T, is the temperature at the internal near-wall boundary element
center node. For details, see Heat Transfer in the CFX-Solver Modeling Guide.

1.9.6.4. Additional Variables

The options for specifying Additional Variable quantities at wall boundaries are analogous to those
for heat transfer.

1.9.7. Symmetry Plane

The symmetry plane boundary condition imposes constraints that ‘mirror’ the flow on either side of
it.
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For example, the normal velocity component at the symmetry plane boundary is set to zero:

U,=0 (1.265)
and the scalar variable gradients normal to the boundary are also set to zero:
d¢
—= 1.266
an 0 ( )

1.10. Automatic Time Scale Calculation

This section describes the way in which a timestep is calculated when using the Aut o Ti nescal e
or Aut o Ti nmescal e with a Maxi nmum Ti nmescal e option for setting the timestep used during the
calculation of a solution. For details, see Timestep Selection in the CFX-Solver Modeling Guide.

1.10.1. Fluid Time Scale Estimate

The following length scales are calculated by Ansys CFX:

LV01= -3\/7
Lewe= max (Ly,Ly,L,) (1.267)

LbC= min AbC

where V is the domain volume (over all domains), Ly, Ly and L, are the x, y and z extents of the
domain (over all domains) and 4, is the area of an ‘open’ boundary (that is, inlets, outlets or openings).

Further length scales are then calculated depending on the Length Scale Option parameter, which
can be Conservati ve, Aggressi ve or Speci fi ed Length Scal e:

min(L,,,Le:) ~ for Conservative

L...={max(L,,Ley) for Aggressive (1.268)

scale

Lyser for Specified

The velocity scales used to calculate a timestep are:
ch= max Ichl

Unode= | l_]nodel (1.269)

U _ p bc,max_p bc,min
AP~ D

node

where U, is the arithmetic average of the velocity on a boundary, U4, is the arithmetic average
of the nodal velocities, p and p, . are the maximum and minimum pressure values on an
bc,max bc,min

‘open’ boundary and p is the arithmetic average nodal density.
p y PLode Yy

For compressible flows, a Mach number for the simulation is calculated as:

M - max( ch'gnod e'UAP]

c
—_(%
=(%)

-1 (1.270)
where ¢ is the arithmetic averaged speed of sound over all nodes.
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For buoyant flows using the full buoyancy model:
9=lgl (1.271)

and for the Boussinesq model:
9=191 B( Tmax—Trmin) (1.272)

where [ is the thermal expansivity and Ty, and T, ;,, are the maximum and minimum domain

temperatures (over all domains).

min

The final fluid time scale used is calculated as:

At=min( Aty,Atyp Aty Aty Ate) (1.273)
where:
Lscale pLzscaIe m
AtU—0-3 maX(ch'Unode'UAP) ’ K ,m—in (1.274)

with the dynamic viscosity p, the total mass m and the total mass flow into the system m;,.

For very small geometries, where the Reynolds number may be very small, including the diffusion

scale in the automatic timescale calculation can lead to very small timesteps, which can unnecessarily
slow down convergence. For such cases it may be better to use a physical timescale based on advection
scales instead.

L
Atg=|—5te At =dd (1.275)
If M>0.3, then
Ly,
At.= = — (1.276)
‘ maX(ch/Unode'UAPlc)

1.10.2.Solid Time Scale Estimate

The solid time scale estimate will, in general, be much larger than the fluid time scale.

The length scale used to calculate a solid time scale, L., is calculated in the same manner as for
fluid time scales. The default value is taken as the cube root of the volume of the solid domain.

A volume averaged diffusion is calculated as:

___A
s 1.277
DG ( )
where each quantity is volume averaged over the solid. The solid time scale is finally calculated as:
L?cale
= f—=4¢ (1.278)
At=f =

where f is the specified solid timescale factor, which has a default value of 1.
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When a rotating motion is enabled in a solid domain, the advective time scale is then computed as
1/w where w is the angular velocity. The solid timestep is taken as the minimum between the diffusive

and this new advective (1/w) timescale.

The value of the computed timestep size is recorded in the CFX-Solver Output file.

1.11.Mesh Adaption

Mesh adaption in Ansys CFX is the process in which, once or more during a run, the mesh is selectively
refined in areas that depend on the adaption criteria specified. This means that as the solution is calcu-
lated, the mesh can automatically be refined in locations where solution variables are changing most
rapidly, in order to resolve the features of the flow in these regions.

More information on the mesh adaption process and controls is available in Mesh Adaption in the CFX-
Pre User's Guide.

Within the mesh adaption step itself, three processes take place:
1. Adaption criteria are calculated for each mesh element.

2. The appropriate number of nodes are added to the existing mesh according to the adaption criteria
calculated.

3. The solution already calculated on the older mesh is linearly interpolated onto the new mesh.

This section describes the details of exactly which elements are refined and how the refinement takes
place.

1.11.1. Adaption Criteria

This section describes how the adaption criteria are calculated for each mesh edge.

+ If the adaption criteria method is Solution Variation, then the adaption criteria, 4;, for a given
mesh edge i of length [; is calculated as:

lag |
A=y — L (1.279)
: ;NQDJ |A(Pj|

where ?; is the jth adaption variable (such as density, pressure, and so on), A(pj is the global range
of the variable ¢, over all the nodes (excluding those on wall boundary conditions for turbulent
flow), A(pl.j is the difference between ¢, at one end of the edge and the other end, and N, is a

scalar for adaption variable j to scale all the 4; to take values between 0 and 1.

+ If the adaption criteria method is Vari ati on * Edge Lengt h, then the adaption criteria 4;
for a given mesh edge i of length [; is calculated as:

I; |A<P~|
A=y — (1.280)
: ;N(pj |A¢]|
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where: A(pj is the global range of the jth adaption variable ¢, over all the nodes (excluding those
on wall boundary conditions for turbulent flow), A(pﬁ is the difference between ¢, at one end of

the edge and the other end, and Ny, is a length chosen to scale all the 4; to take values between
0and 1.

+ If you select more than one solution variable, then the adaption criteria are calculated for each
variable at each edge, and the sum over all adaption variables is used.

« If you specify the adaption criteria to be an expression, then the expression is evaluated at each
node, and the calculation of the adaption criteria follows as if this were another solution variable.

The edges that have the largest adaption criteria are marked for refinement, providing that this would

not result in mesh edges that were shorter than the Minimum Edge Length, if this was specified.

1.11.2. Mesh Refinement Implementation in Ansys CFX

There are two general methods for performing mesh adaption. Incremental adaption takes an ex-
isting mesh and modifies it to meet the adaption criteria. The alternative is remeshing, in which the
whole geometry is remeshed at every adaption step according to the adaption criteria. In Ansys CFX,
incremental adaption is used because this is much faster; however, this imposes the limitation that
the resulting mesh quality is limited by the quality of the initial mesh.

The particular implementation of incremental adaption that is adopted in Ansys CFX is known as
hierarchical refinement or h-refinement. Each adaption step consists of a structured refinement of
an existing mesh. A sequence of refinements form a set of hierarchical levels.

In each mesh adaption step, each mesh edge that is marked for adaption (see the previous section)
has an extra node placed half-way along it. The mesh elements that share this edge are then divided
to use the new node, subject to the following:

+ Neighboring elements must only differ by one refinement level. Hence, one mesh element cannot
be divided twice if its neighbor has not been divided at all.

+ Where possible, regular refinement of an element takes place. Regular refinement means that all
the edges of an element are divided into two, and the element split accordingly. To make this
possible, extra nodes may be added.

+ No "hanging" nodes are allowed. This means that if an extra node is added to an edge, all the mesh
elements that share that edge must be refined.

+ Only certain types of elements are allowed in the refined mesh: tetrahedron, prism, pyramid and
hexahedron.

1.11.2.1. Adaption in Inflated Regions of the Mesh

In regions where inflation has taken place (so that there are prisms and some pyramid elements

near wall boundary conditions), the mesh adaption avoids refining these elements in the direction
perpendicular to the wall. Only edges on the interface between the inflated elements and the rest
of the tetrahedral mesh are allowed to be marked for adaption. When the refinement of these
edges takes place, the refinement propagates through the layers of prismatic elements to the wall
boundary condition itself.
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Layer of prismatic
elements producedasa
result of inflation.
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This is the only way that This sort of refinement is
refinement takes place in the not allowed.
inflated layers.

1.11.2.2. Adaption to the Original Geometry

Mesh adaption in Ansys CFX does not have the capability of refining the surface mesh back to the
original geometry. This means that nodes that are added to the surface of the problem are added
onto the edges of the existing mesh rather than to the surfaces of the original geometry. An illus-
tration of these two alternatives is shown below. Note that only the option shown on the left is

available in Ansys CFX.

Don'tadapt to Adapt to Geometry
Geometry
Note:

Support for adaption of the mesh to the original surface geometry is expected in future
releases.
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1.11.3. Mesh Adaption Limitations

Mesh Adaption in Ansys CFX 2021 R2 is subject to the following limitations:

Mesh adaption is limited to allocate 2A31-1 words of 4 byte integer stack space; this limits the
maximum problem size for mesh adaption to approximately 80 million elements (structured) and
200 million elements (unstructured).

Mesh adaption cannot be used in multi-domain simulations or in cases with domain interfaces,
porous domains, elapsed time control, or external solver coupling. Mesh adaption also cannot be
used for transient, mesh-motion, radiative-tracking, or particle-transport cases.

The mesh may not be coarsened such that original mesh elements are combined. Mesh elements
that have been refined in earlier adaption steps may be coarsened, back to their original mesh
elements, but not beyond.

You must specify how much adaption takes place by specifying the maximum number of nodes
in the final mesh. You cannot specify that mesh adaption should take place until the mesh stops
changing or until a particular solution criterion is satisfied.

The method used is not well-suited to meshes with many high-aspect ratio elements, because it
can only refine elements in an isotropic manner.

The method cannot improve the quality of the existing mesh.

1.11.3.1. Mesh Adaption Tips

* More than one adaption step applied to a surface mesh with no underlying geometry can lead
to convergence problems with transonic problems.

+ If you set Mesh Adaption Criteria Method to Sol uti on Vari ati on without specifying
Minimum Edge Length, then you may over-refine in regions where there are discontinuities. If
you want to adapt meshes containing geometrically small features, you can exploit the adaption
capability without limitation by not setting any minimum edge length.

+ If you set Mesh Adaption Criteria Method to Vari ati on * Edge Lengt h, then you will
not over-refine discontinuities. This method places an emphasis on adapting long edges with
large variations of solution variable in preference to short edges with large variations of solution
variable. This method will also refine long edges with a small variation of solution variable.

+ Adaption criteria values for each node will be computed as the average value of all edges con-
nected to the node, and these values will be stored in the results file for visualization purposes.

+ If you find that the mesh adaption appears to have missed a discontinuity in a solution by refining
the mesh in front of or behind the discontinuity, then your solution was not sufficiently converged
before mesh adaption took place. As a solution containing a discontinuity develops, the location
of such a discontinuity may move. If the solution is not sufficiently converged before mesh adap-
tion takes place, then the mesh will be refined at the location of the discontinuity, which will
move as convergence continues. A lower Target Residual can be set on the Mesh Adaption/Ad-
vanced Parameters tab to correct this problem.
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1.12.Flow in Porous Media

Flow in porous media in Ansys CFX can be calculated using either:

+ A fluid domain together with a model for momentum loss. The effects of porosity are accounted for
only through this loss term; all other terms in the governing equations are not changed. As a result,
this formulation can be called the "superficial velocity formulation". For information on the momentum
loss models available with this formulation, see Momentum Sources (p. 69).

+ A porous domain that involves one or more fluids and an optional solid. Porosity modifies all terms
in the governing equations as well as the loss term. As a result, this formulation can be called the
"true velocity formulation" or the "full porous model". This method supports solid models (for example,
for modeling thermal conductivity of the solid), and models for the interaction between the fluid and
solid parts of the domain.

1.12.1.Full Porous Model

The full porous model is at once both a generalization of the Navier-Stokes equations and of Darcy's
law commonly used for flows in porous regions. It can be used to model flows where the geometry

is too complex to resolve with a grid. The model retains both advection and diffusion terms and can
therefore be used for flows in rod or tube bundles where such effects are important.

In deriving the continuum equations, it is assumed that ‘infinitesimal’ control volumes and surfaces
are large relative to the interstitial spacing of the porous medium, but small relative to the scales that
you want to resolve. Thus, given control cells and control surfaces are assumed to contain both solid
and fluid regions.

The volume porosity y at a point is the ratio of the volume V' available to flow in an infinitesimal
control cell surrounding the point, and the physical volume V of the cell. Hence:
Vi=yV (1.281)

It is assumed that the vector area available to flow, A’, through an infinitesimal planar control surface
of vector area A is given by:
A'=K-A (1.282)

where: K:(Kij) is a symmetric second rank tensor, called the area porosity tensor. Recall that the

dot product of a symmetric rank two tensor with a vector is the vector K-A=K" Aj. Ansys CFX

presently allows only K to be isotropic; that is, Kij:ySij.

Accordingly, when evaluating flows through boundaries, the area porosity effect is included in the
calculations. For example, when applying a heat flux to a boundary on a porous domain, the net heat
flux applied to the fluid phase is the product of the user-specified heat flux and the volume porosity

(for isotropic porosity). In the case of a solid phase, (1—)/) is used instead of the volume porosity.
The general scalar advection-diffusion equation in a porous medium becomes:

2 (yp@)+V-(pK-UB)-V-(I K-Vo)=yS (1.283)

In addition to the usual production and dissipation terms, the source term S will contain transfer
terms from the fluid to the solid parts of the porous medium.

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc. and its subsidiaries and affiliates. 91



Basic Solver Capability Theory

In particular, the equations for conservation of mass and momentum are:

%VP+V'(/JK-U)=0 (1.284)
and:
T
Sy p0)+V-(po(k-0)QU)-V-(, K-(VU+(VU)'-§ 5 V-U))

=ySy -y Vp (1.285)

where U is the true velocity, U, is the effective viscosity - either the laminar viscosity or a turbulent
quantity, and §,, is a momentum source which, in addition to other terms such as buoyancy, includes

a contribution —R-U (where R:(Rij) and represents a resistance to flow in the porous medium). This

is in general a symmetric positive definite second rank tensor, in order to account for possible aniso-
tropies in the resistance.

In the limit of large resistance, a large adverse pressure gradient must be set up to balance the resist-
ance. In that limit, the two terms on the right-hand side of Equation 1.285 (p. 92) are both large and
of opposite sign, and the convective and diffusive terms on the left-hand side are negligible. Hence,
Equation 1.285 (p. 92) reduces to:

U=-R'Vp (1.286)

Hence, in the limit of large resistance, you obtain an anisotropic version of Darcy's law, with permeab-
ility proportional to the inverse of the resistance tensor. However, unlike Darcy's law, you are working
with the actual fluid velocity components U, which are discontinuous at discontinuity in porosity,
rather than the continuous averaged superficial velocity, Q=K-U

1.12.1.1.Heat Transfer Through the Fluid Only
Heat transfer can be modeled with an equation of similar form:

9(pyhi) @
(”gtmt) ~ LY+ V- (K- Uh)=V-(AK-VT)+V-(K-U-7)+Sy (1.287)

where A, is an effective thermal conductivity and S is a heat source to the porous medium.

1.12.1.2. Additional Variable Transfer Through the Fluid Only
For the fluid phases:

%W'(M-W)WIPD@K-WHS<p (1.288)

where S, is a volumetric source term to the porous medium, with units of conserved quantity per
unit volume per unit time.

1.12.1.3. Heat Transfer Through the Fluid and Solid

The current porous solid heat transfer formulation allows a finite temperature difference between
the fluid phases and the solid phase. It is a non-thermal equilibrium model, therefore there are

92
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Flow in Porous Media

separate energy equations for each phase within the domain (N fluid phases plus one solid phase).
In addition, it makes no assumption on the solid material properties.

For the fluid phases:

a(g)t/h) +v'(,DK'Uh)=V-(AfKVT)+)/SEf+QfS (1.289)

For the solid phase:

0 hg
% +V- (pSKs' Ushs)=V-(AKVTs) +)/SSES+QS[: (1.290)

where the solid fraction y =1-y, and the interfacial heat transfer to the fluid from the solid, Qfs, is

determined using an overall heat transfer coefficient model using:
Q= ~Qy=hAg(Ts=Ty) (1.291)

h is the overall heat transfer coefficient between the fluid and the solid.

Ay, is the interfacial area density between the fluids and the solid. For multiphase flows, this concept

can be split into a fluid-independent interfacial area density and a contact area fraction between
the fluid and the solid:

Afs=Aa(%) (1.292)

where A, represents the contact area fraction of fluid a with the solid. For single-phase flows,
A=1.

1.12.1.4. Additional Variable Transfer Through the Fluid and Solid

For the fluid phases:

a(g)£¢).+v.(p1(.u (p)—V-(['fK.V(p) =S+ T (1.293)
For the solid phase:
0

(pgytsqos) +V-(pKS-US (p)—V(FS KS'V(P):S¢5+TSf (1.294)

where yszl—y, and the interfacial transfer between the fluid and the solid, T, is determined using
an overall transfer coefficient model using:
Tt=-T=TAi (P~ ¢;) (1.295)

T is the overall additional variable transfer coefficient between the fluid and the solid.

Ay, is described in Heat Transfer Through the Fluid and Solid (p. 92).

1.12.1.5.Time-varying Porosity

For calculations without any heat or Additional Variable transfer through the solid, it is possible to
use a porosity that varies with time. For calculations that do include heat or Additional Variable
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transfer through the solid, this is inadvisable because the term proportional to the rate of change
of porosity is omitted from the equations within the solid.

1.12.2.Porous Momentum Loss Models

The momentum loss models available for porous domains are identical to the loss models available
with the superficial velocity formulation. In particular, two options are available:

+ lIsotropic Loss Model (p. 69)
+ Directional Loss Model (p. 70)

Note that, in these models, the velocity may refer to either true velocity or superficial velocity.
Changing from one to the other leads to different coefficients. For fluid domains, the solver assumes
that the coefficients multiply the superficial velocity, while for porous domains, you may choose either
true or superficial velocity.

For details on specifying fluid-specific sources in a multiphase flow, for a case involving a porous
medium (and for other cases), see Fluid-Specific Sources in the CFX-Solver Modeling Guide.

1.13.Wall and Boundary Distance Formulation

Wall and boundary distances are used in various functions that control the transition between near-wall
and freestream turbulence models, and in the mesh deformation model. These distances are derived
using the same formulation, which is described here.

The following topics are discussed:
+ 1D lllustration of Concept (p. 94)

+ Concept Generalized to 3D (p. 95)

1.13.1. 1D lllustration of Concept

Consider the 1D case of a horizontal surface, with the Y direction normal to the surface:

wall % y=o

Consider the following Poisson equation for a variable ¢:
d'¢

dy - -1 (1.296)
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with a boundary condition of ¢p=0 at the wall.

Integrate once:

d
ﬁ:-wcl (1.297)
Integrate again:
¢$=-0.5y+C y+C, (1.298)

Because ¢p=0 at y=0, you can deduce that C,=0.You also know from Equation 1.297 (p. 95) that:

el
C=qy*y (1.299)

Substituting into Equation 1.298 (p. 95) for C, and C,, you are left with a quadratic equation for y in
terms of ¢ and (dqb/dy):

d¢
D=05y+ g,y (1.300)

Rearranging this gives:
ay*+by+c=0 (1.301)

where a=0.5, b=j—ﬁ, and c=-¢

Solving this quadratic and choosing the positive root gives:

d do Y
y:_d_$+ (d_i] 20 (1302)

1.13.2. Concept Generalized to 3D

Equation 1.296 (p. 94) becomes a diffusion-only transport equation with a uniform source term of
unity:

Vp=-1 (1.303)

Dirichlet conditions of ¢p=0 are applied on boundaries of interest (such as walls), and Neumann (or
zero flux) conditions are applied on other boundaries. Equation 1.302 (p. 95) is then evaluated, replacing

(dd)/dy) with V¢ (dqb/dy is always positive) and y is interpreted as the distance to the nearest
boundary where ¢p=0 was set. This gives the following expression for desired distance:

Wall Distance=—|V¢|+\/ V| +2¢ (1.304)

Because ¢ is always positive, the wall distance is also always positive.

1.14.Wall Condensation Theory

The wall condensation model may be used to model condensation of a condensable component of a
variable composition mixture, such as steam and air. Condensation may occur on walls or fluid solid
boundaries that are sufficiently cold to permit condensation onto a thin liquid film. It assumes that the
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primary resistance to heat transfer is caused by the boundary gradient of concentration of the condens-
able component, and that the liquid film is sufficiently thin that its contribution to heat transfer resistance
is negligible. Condensation is modeled as a boundary mass sink of the condensable component, effect-
ively removing the condensed mass of the condensable from the fluid domain. Flow in the liquid film

is not modeled.

This chapter describes the following:

1.14.1.Wall Condensation Model
1.14.2.Condensation Heat Transfer (CHT)
1.14.3. Specification of Secondary Fluxes

1.14.1.Wall Condensation Model
A laminar boundary layer model (Equation 1.312 in the CFX-Solver Theory Guide (p. 97)) is employed
for laminar flow. A turbulent boundary layer model (Equation 1.318 in the CFX-Solver Theory

Guide (p. 98)) is employed for turbulent flow. This makes use of the turbulent wall functions.

The following topics are discussed:

1.14.1.1.Laminar Boundary Layer Model
1.14.1.2.Turbulent Boundary Layer Model

1.14.1.1.Laminar Boundary Layer Model

In a laminar boundary layer, the molar fluxes Jolg of a non-condensable component A and a

condensable component B of a binary gaseous mixture through a plane parallel to, and at a distance
y from, a wall, are given by:

X
]A=]mXA—DAcha—yA =0 (non-condensable) (1.305)
0Xy
]B=]mXB_DABCma_y (condensable) (1.306)

D, is the binary diffusion coefficient, ] is the molar convective flux of the mixture, ¢, is the

molar density of the mixture and X4, X are the molar fractions of the non-condensable and con-
densable components, respectively.

Adding Equation 1.305 (p. 96) and Equation 1.306 (p. 96), using X 4+ Xp=1, gives ]B:]m. Hence,

substituting into (Equation 1.306 (p. 96)) and rearranging gives:
cm 0Xp

]Bz—DABl_—X.Ba—y (1.307)

Hence, integrating from the wall (y=0) to the edge of the boundary layer (y=4) gives:

s
v!)- Jgdy :DABCmIH(% )

Finally, assuming ]B= constant in the boundary layer gives:

96
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_DABCm 1-Xp(6)
J5=—5 ln(l—XB(O) (1.308)

It is convenient to express this result in terms of mass concentrations Py Py Py and mass fluxes

M,, Mg, M. Component mass concentrations are related to component molar concentrations and
molecular weights W,, W as follows:

P =Wacs  pp=Wpep (1.309)

Also, mixture concentrations are related to component concentrations as follows:
pmsz+pB' Cm=CA+CB (1.310)

From Equation 1.309 (p. 97) and Equation 1.310 (p. 97), we define a mixture molecular weight re-
lating mixture mass and molar concentrations as follows:

W 4+ W ey
P=Wmlm = Wm:W (1.311)

Finally, we can substitute Equation 1.311 (p. 97) into Equation 1.308 (p. 97) to express the condens-
able component mass flux as follows:

1-Xp(6)
Mp=W ] ,=mgln T-X,(0) (1.312)
where the mass transfer coefficient for laminar flow, mp, is given by:
D
mB:% A(Bspm (1.313)
m

The condensable component molar fraction at the interface is determined by assuming that the
vapor is in thermal equilibrium with the liquid film at the interface, and hence its partial pressure
is equal to its saturation pressure at the interface temperature. In reality, the vapor at the edge of
the boundary layer may be a supersaturated wet vapor, or mist. Only the dry part of the vapor will
form the concentration gradient which drives the condensation mass flux. Hence, only the molar
fraction of dry vapor must be used to determine the mass flux. This is achieved by clipping the
molar fraction at the edge of the boundary layer as follows:

Xp(6)=min(Xp(8),Xpsac(5)) (1.314)
where Xp .. denotes the saturated molar fraction.

It is assumed that the liquid droplets suspended in the vapor are not transported to the interface,
but merely act as a reservoir for the production of dry vapor to counter the depletion of the
boundary layer by condensation.

1.14.1.2. Turbulent Boundary Layer Model

For turbulent flows, the concentration boundary layer is modeled using turbulent wall functions.
Consequently, we use discrete versions of Equation 1.305 (p. 96), Equation 1.306 (p. 96) employing
turbulent wall functions to model the mass fluxes in the turbulent boundary layer. Thus:

J =X aw=Tu(X4p=X4,)=0  (non-condensable) (1.315)
J =)o 5w T (X ap=X a) (condensable) (1.316)
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Here, w subscripts refer to wall quantities, P subscripts refer to near wall mesh points, and T, is

the wall multiplier determined by the form of the turbulent wall function (Ty,=c,,D,5/8 for laminar
flow; for turbulent flow, see [227]). Performing the same manipulations as in the previous section,
we obtain:

a Xpp=Xpw
]Bm__TM].——XBW (1.317)

As the multi-component flow model solves for mass fractions rather than molar fractions, it is more
convenient to work with mass fluxes and mass fractions rather than molar fluxes and mole fractions.
This gives the following formula for the condensation mass flux:

Ypp-Y
My, =Ty oy 2 YBf/W (1.318)

Note that the turbulent wall function array is only defined at no-slip walls. It is not defined at free
slip walls, specified stress walls, and non-overlap boundary conditions. Hence, wall condensation
is disallowed on these types of walls in the case of turbulent flows.

1.14.2.Condensation Heat Transfer (CHT)

At a fluid-solid boundary, the latent heat released by condensation to the liquid film is assumed to
be absorbed by the solid phase at the interface. This gives a heat source to the solid side:

Q=-Mpg,L (1.319)
where L is the latent heat of vaporization.

At an isothermal wall boundary, the wall is assumed to constitute an infinite reservoir on which the
effect of the condensation heat source is negligible, hence it is maintained at its constant temperature.

1.14.3. Specification of Secondary Fluxes

Strictly speaking, it is necessary for you to specify only secondary fluxes for incoming boundary mass
sources. For this model of wall condensation, the corresponding boundary mass sources are outgoing.
The solver implementation of the wall condensation model exploits the boundary mass source ma-
chinery. All secondary fluxes are computed using the local solution values of variables, with the single
exception of component mass sources to the mass fraction equations. Consequently, for this model,
all secondary source information is automatically included.

It is possible in principal to define other boundary mass sources in addition to the condensation sinks,
provided that they are consistent with the internal options used for the wall condensation term.
However, in the current implementation, additional mass sources on wall condensation boundaries

are disallowed.
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Chapter 2: Turbulence and Wall Function Theory

This chapter describes:
2.1.Turbulence Models
2.2.Eddy Viscosity Turbulence Models
2.3.Reynolds Stress Turbulence Models
2.4. Ansys CFX Laminar-Turbulent Transition Models
2.5.Large Eddy Simulation Theory
2.6.Detached Eddy Simulation Theory
2.7.Scale-Adaptive Simulation Theory
2.8.Modeling Flow Near the Wall

2.1.Turbulence Models

Turbulence consists of fluctuations in the flow field in time and space. It is a complex process, mainly
because it is three dimensional, unsteady and consists of many scales. It can have a significant effect
on the characteristics of the flow. Turbulence occurs when the inertia forces in the fluid become signi-
ficant compared to viscous forces, and is characterized by a high Reynolds Number.

In principle, the Navier-Stokes equations describe both laminar and turbulent flows without the need
for additional information. However, turbulent flows at realistic Reynolds numbers span a large range
of turbulent length and time scales, and would generally involve length scales much smaller than the
smallest finite volume mesh, which can be practically used in a numerical analysis. The Direct Numerical
Simulation (DNS) of these flows would require computing power that is many orders of magnitude
higher than available in the foreseeable future.

To enable the effects of turbulence to be predicted, a large amount of CFD research has concentrated
on methods that make use of turbulence models. Turbulence models have been specifically developed

to account for the effects of turbulence without recourse to a prohibitively fine mesh and direct numer-
ical simulation. Most turbulence models are statistical turbulence model, as described below. The two
exceptions to this in Ansys CFX are the Large Eddy Simulation model and the Detached Eddy Simulation
model.

+ Large Eddy Simulation Theory (p. 139)

* Detached Eddy Simulation Theory (p. 144)

2.1.1. Statistical Turbulence Models and the Closure Problem

When looking at time scales much larger than the time scales of turbulent fluctuations, turbulent
flow could be said to exhibit average characteristics, with an additional time-varying, fluctuating
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component. For example, a velocity component may be divided into an average component, and a
time varying component.

In general, turbulence models seek to modify the original unsteady Navier-Stokes equations by the
introduction of averaged and fluctuating quantities to produce the Reynolds Averaged Navier-Stokes
(RANS) equations. These equations represent the mean flow quantities only, while modeling turbulence
effects without a need for the resolution of the turbulent fluctuations. All scales of the turbulence

field are being modeled. Turbulence models based on the RANS equations are known as Statistical
Turbulence Models due to the statistical averaging procedure employed to obtain the equations.

Simulation of the RANS equations greatly reduces the computational effort compared to a Direct
Numerical Simulation and is generally adopted for practical engineering calculations. However, the
averaging procedure introduces additional unknown terms containing products of the fluctuating
quantities, which act like additional stresses in the fluid. These terms, called ‘turbulent’ or ‘Reynolds’
stresses, are difficult to determine directly and so become further unknowns.

The Reynolds (turbulent) stresses need to be modeled by additional equations of known quantities

in order to achieve "closure." Closure implies that there is a sufficient number of equations for all the
unknowns, including the Reynolds-Stress tensor resulting from the averaging procedure. The equations
used to close the system define the type of turbulence model.

2.1.1.1.Reynolds Averaged Navier-Stokes (RANS) Equations

As described above, turbulence models seek to solve a modified set of transport equations by in-
troducing averaged and fluctuating components. For example, a velocity U; may be divided into

an average component, U;, and a time varying component, u;.
Ui=Uty; (2.1

The averaged component is given by:

v | var 2.2)
t

where At is a time scale that is large relative to the turbulent fluctuations, but small relative to the
time scale to which the equations are solved. For compressible flows, the averaging is actually
weighted by density (Favre-averaging), but for simplicity, the following presentation assumes that
density fluctuations are negligible.

For transient flows, the equations are ensemble-averaged. This allows the averaged equations to
be solved for transient simulations as well. The resulting equations are sometimes called URANS
(Unsteady Reynolds Averaged Navier-Stokes equations).

Substituting the averaged quantities into the original transport equations results in the Reynolds
averaged equations given below. For details, see Transport Equations (p. 42). In the following
equations, the bar is dropped for averaged quantities, except for products of fluctuating quantities.

9
= +aixj (pU;)=0 23)

dpU; 9 dp 9 -
ot +a_xj(pUin)z_a_Xi+0_Xj(Tij_puiuj)+SM (24)

where T is the molecular stress tensor (including both normal and shear components of the stress).
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The continuity equation has not been altered but the momentum and scalar transport equations
contain turbulent flux terms additional to the molecular diffusive fluxes. These are the Reynolds
stresses, pUill;. These terms arise from the nonlinear convective term in the un-averaged equations.

They reflect the fact that convective transport due to turbulent velocity fluctuations will act to en-
hance mixing over and above that caused by thermal fluctuations at the molecular level. At high
Reynolds numbers, turbulent velocity fluctuations occur over a length scale much larger than the
mean free path of thermal fluctuations, so that the turbulent fluxes are much larger than the mo-
lecular fluxes.

The Reynolds averaged energy equation is:

aphtot ap a
ot "o E(PUjhtot)

=6ix,( gTT,‘Pm)”%[Ui(TU‘PTUJ)]*SE

This equation contains an additional turbulence flux term, pﬂ compared with the instantaneous

equation. For details on this, see Equation 1.85 (p. 42). The 3~ o [U (T,] -py; u])] term in the equation
is the viscous work term that can be included by enabling Vi scous Wor k in CFX-Pre.

The mean Total Enthalpy is given by:

ho=h+ U U+ (2.6)
Note that the Total Enthalpy contains a contribution from the turbulent kinetic energy, k, given by:
k=3 27)

Similarly, the Additional Variable @ may be divided into an average component, @, and a time
varying component, ¢. After dropping the bar for averaged quantities, except for products of
fluctuating quantities, the Additional Variable equation becomes

0p® g 9 (.o
ot ax (pU CP) aX]( aX —pu;p +Se (2.8)

where pu;@ is the Reynolds flux.

Turbulence models close the Reynolds averaged equations by providing models for the computation
of the Reynolds stresses and Reynolds fluxes. CFX models can be broadly divided into two classes:
eddy viscosity models and Reynolds stress models.

2.2.Eddy Viscosity Turbulence Models

One proposal suggests that turbulence consists of small eddies that are continuously forming and dis-
sipating, and in which the Reynolds stresses are assumed to be proportional to mean velocity gradients.
This defines an "eddy viscosity model".

The eddy viscosity hypothesis assumes that the Reynolds stresses can be related to the mean velocity
gradients and eddy (turbulent) viscosity by the gradient diffusion hypothesis, in a manner analogous
to the relationship between the stress and strain tensors in laminar Newtonian flow:
ou; adU; ) 2 ( oU, )
ij

~pUL;= ‘“t( 0x; ax 30u| Pk+1, 3% 0x; (29)

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc. and its subsidiaries and affiliates. 101



Turbulence and Wall Function Theory

where p, is the eddy viscosity or turbulent viscosity, which must be modeled.

Analogous to the eddy viscosity hypothesis is the eddy diffusivity hypothesis, which states that the
Reynolds fluxes of a scalar are linearly related to the mean scalar gradient:

-pup=I" tg—ﬁi (2.10)

where I, is the eddy diffusivity, and this has to be prescribed. The eddy diffusivity can be written as:

M

where Pr, is the turbulent Prandtl number. Eddy diffusivities are then prescribed using the turbulent
Prandtl number.

The above equations can express turbulent fluctuations in terms of functions of the mean variables
only if the turbulent viscosity, o is known. Both the k-¢& and k-w two-equation turbulence models use

this variable.

Subject to these hypotheses, the Reynolds averaged momentum and scalar transport equations become:
opU 90U, a8 ap' 9 ou; dU;
Horr Bx; * O,

ot *ox; (ev0))=-3% *ax; +Si (212)
where S, is the sum of the body forces, and K is the Effective Viscosity defined by:

o =U+H, (2.13)
and p’ is a modified pressure, defined by:
aU,
p p+3pk+3yeff %, (2.14)
The last term in Equation 2.14 (p. 102),
2 Uy
3Herfom,

involves the divergence of velocity. It is neglected in Ansys CFX, although this assumption is strictly
correct only for incompressible fluids.

The treatment of the second term in the right-hand side of Equation 2.14 (p. 102) depends on the expert
parameter pr essure val ue opti on, which can take the following values:

Option Description

1 When p is required (for example, to calculate material properties), it is derived
from p’ using Equation 2.14 (p. 102).

2 When p is required (for example, to calculate material properties), it is
approximated as being equal to p’.

This is the PP 9 P

default.

Option 2 is an approximation that may be numerically better-behaved than
option 1.
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Option Description

3 p’ is not computed using the term (2/3) p k. However, this term is incorporated
directly in the momentum equation.

This option is mathematically equivalent to option 1, but may differ numerically.

The Reynolds averaged energy equation becomes:

9phoe  Op 9 ( )
ot ot +ax; \PUjheor

d (10T M on), @ (215)
t P

=E (Aa_x, +P_rt6_x] ) +E [U,.(T,-j—puiuj) ] +SE

Note that although the transformation of the molecular diffusion term may be inexact if enthalpy depends

on variables other than temperature, the turbulent diffusion term is correct, subject to the eddy diffus-

ivity hypothesis. Moreover, as turbulent diffusion is usually much larger than molecular diffusion, small

errors in the latter can be ignored.

Similarly, the Reynolds averaged transport equation for Additional Variables (non-reacting scalars) be-
comes:

0p® 9 _d ﬁ)a_cb
ot +6xj(pr(p)_6xj[(F¢+ ¢ ) 0X;

+Sp (2.16)

Eddy viscosity models are distinguished by the manner in which they prescribe the eddy viscosity and
eddy diffusivity.

2.2.1.The Zero Equation Model in Ansys CFX

Very simple eddy viscosity models compute a global value for K, from the mean velocity and a geo-

metric length scale using an empirical formula. Because no additional transport equations are solved,
these models are termed ‘zero equation.’

The zero equation model in Ansys CFX uses an algebraic equation to calculate the viscous contribution
from turbulent eddies. A constant turbulent eddy viscosity is calculated for the entire flow domain.

The turbulence viscosity is modeled as the product of a turbulent velocity scale, U;, and a turbulence
length scale, I;, as proposed by Prandtl and Kolmogorov,

,utzpf# U, (2.17)

where fu is a proportionality constant. The velocity scale is taken to be the maximum velocity in the
fluid domain. The length scale is derived using the formula:

L=(v3)/ 7 (2.18)

where V, is the fluid domain volume. This model has little physical foundation and is not recommen-
ded.
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2.2.2.Two Equation Turbulence Models

Two-equation turbulence models are very widely used, as they offer a good compromise between
numerical effort and computational accuracy. Two-equation models are much more sophisticated
than the zero equation models. Both the velocity and length scale are solved using separate transport
equations (hence the term ‘two-equation’).

The k-& and k-w two-equation models use the gradient diffusion hypothesis to relate the Reynolds
stresses to the mean velocity gradients and the turbulent viscosity. The turbulent viscosity is modeled
as the product of a turbulent velocity and turbulent length scale.

In two-equation models, the turbulence velocity scale is computed from the turbulent kinetic energy,
which is provided from the solution of its transport equation. The turbulent length scale is estimated
from two properties of the turbulence field, usually the turbulent kinetic energy and its dissipation
rate. The dissipation rate of the turbulent kinetic energy is provided from the solution of its transport
equation.

2.2.2.1.The k-epsilon Model in Ansys CFX

k is the turbulence kinetic energy and is defined as the variance of the fluctuations in velocity. It
has dimensions of (L* T?); for example, m?/s% ¢ is the turbulence eddy dissipation (the rate at which
the velocity fluctuations dissipate), and has dimensions of k per unit time (L> T3); for example,
m?/s>.

The k-& model introduces two new variables into the system of equations. The continuity equation
is then:

£ 7 (pu))=0 (2.19)

and the momentum equation becomes:

90U;, o __9p .9
3t +ax; (PUU)==3x + o

ou, 2y,
Herr| 0x; " 0x,

where S, is the sum of body forces, Ko is the effective viscosity accounting for turbulence, and

p’ is the modified pressure as defined in Equation 2.14 (p. 102).

The k-& model, like the zero equation model, is based on the eddy viscosity concept, so that:

+Sy (2.20)

Hog=H* K, (2.21)

where M, is the turbulence viscosity. The k- model assumes that the turbulence viscosity is linked
to the turbulence kinetic energy and dissipation via the relation:

2

u=Cup% (2.22)

where Cy, is a constant. For details, see List of Symbols (p. 22).

The values of k and & come directly from the differential transport equations for the turbulence
kinetic energy and turbulence dissipation rate:
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a(pk) . 9 9 [  H)ok
g v ()= | (e ) [+ Pi-per 223
d(pe) o a [( H\a
5t *+ax; (PUE)=3x (“*Fi)afj +k (CaPi=Ceape+ CeaPay) 224

where C,, Cy,, 0;, and o, are constants. For details, see List of Symbols (p. 22).

P, and P, represent the influence of the buoyancy forces, which are described below. P, is the
turbulence production due to viscous forces, which is modeled using:
oU; 0U;\aU; o0dU, aU,
k:'“t( ax; T ox, ) dx; 3 0x, (BMt 0x,, +pk)

(2.25)

For incompressible flow, (auk/axk) is small and the second term on the right side of Equa-
tion 2.25 (p. 105) does not contribute significantly to the production. For compressible flow,

(6Uk/ 0x,,) is only large in regions with high velocity divergence, such as at shocks.

The term 3,ut in Equation 2.25 (p. 105) is based on the "frozen stress" assumption [54]. This prevents

the values of k and & becoming too large through shocks, a situation that becomes progressively
worse as the mesh is refined at shocks. The parameter Compressible Production (accessible on the
Advanced Control part of the Turbulence section in CFX-Pre (see Turbulence in the CFX-Pre User's
Guide)) can be used to set the value of the factor in front of y, the default value is 3, as shown. A

value of 1 will provide the same treatment as CFX-4.

In order to avoid the build-up of turbulent kinetic energy in stagnation regions, two production
limiters are available. For details, see Production Limiters (p. 114).

2.2.2.2.Buoyancy Turbulence

If the full buoyancy model is being used, the buoyancy production term P, is modeled as:

M. dp
P==p0,9,3x; (2.26)

and if the Boussinesq buoyancy model is being used, it is:

H aT
Pkb=p—c§ppﬁgia—xl_ (2.27)

This buoyancy production term is included in the k equation if the Buoyancy Turbulence option
in CFX-Pre is set to Producti on,or Producti on and Di ssi pati on.ltis also included in
the & equation if the option is set to Producti on and Di ssi pati on. P, is assumed to be
proportional to P;;, and must be positive, therefore it is modeled as:

P,,=C,max(0,P,,) (2.28)

If the directional option is selected, then P, is modified by a factor accounting for the angle ¢
between velocity and gravity vectors:

Pgb:C3-maX(0,Pkb)-sin¢ (2.29)

Default model constants are given by:
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Turbulence Schmidt Number op:

* 0p = 0.9 for Boussinesq buoyancy
* 0, =1 for full buoyancy model
Dissipation Coefficient, C3 = 1
Directional Dissipation = Off

For omega based turbulence models, the buoyancy turbulence terms for the w equation are derived
from P, and P, according to the transformation £="w k.

2.2.2.3.The RNG k-epsilon Model in Ansys CFX

The RNG k-¢ model is based on renormalization group analysis of the Navier-Stokes equations.
The transport equations for turbulence generation and dissipation are the same as those for the
standard k-& model, but the model constants differ, and the constant C,; is replaced by the function

CelRNG'

The transport equation for turbulence dissipation becomes:

apg) o

ape) L 9. - 4 L
ot +6Xj (pUjg]_ an (H+U£RN6)6XI-]

(2.30)
+7 (CisNGP k= CeorngPE* CeapnGP, sb)
where:
and:
n(1-73g)
fl']:(l_'_ﬁ 323)
e (2.32)

Py
n= pCuRNGE

For details, see List of Symbols (p. 22).

2.2.2.4.The k-omega Models in Ansys CFX

One of the advantages of the k-w formulation is the near wall treatment for low-Reynolds number
computations. The model does not involve the complex nonlinear damping functions required for
the k- model and is therefore more accurate and more robust. A low-Reynolds k- model would
typically require a near wall resolution of y*<0.2, while a low-Reynolds number k-w model would
require at least y*<2.In industrial flows, even y*<2 cannot be guaranteed in most applications
and for this reason, a new near wall treatment was developed for the k-w models. It allows for
smooth shift from a low-Reynolds number form to a wall function formulation.

The k-w models assume that the turbulence viscosity is linked to the turbulence kinetic energy
and turbulent frequency via the relation:
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u=pL (2:33)

2.2.2.4.1.The Wilcox k-omega Model

The starting point of the present formulations is the k-w model developed by Wilcox [11]. It
solves two transport equations, one for the turbulent kinetic energy, k, and one for the turbulent
frequency, w. The stress tensor is computed from the eddy-viscosity concept.

k-equation:

%ptk)*aa (pUsk)= a(z( (H )gf]*k -B'pkaw+Py, (2.34)
w-equation:

6(5;”) aa (PU w) a?( (H+ )g? +0(kPk Ppw?+P (2.35)

In addition to the independent variables, the density, p, and the velocity vector, U, are treated
as known quantities from the Navier-Stokes method. P, is the production rate of turbulence,
which is calculated as in the k- model Equation 2.25 (p. 105).

The model constants are given by:

B’'=0.09 (2.36)

a=5/9 (2.37)

p=0.075 (2.38)

0,=2 (2.39)

O,=2 (2.40)

The unknown Reynolds stress tensor, pu;ui;, is calculated from:
ou; dU;) - oU,
~PUU;= '“t( 0x; ax ] 35'1(pk+'“t 0x; ) (241)

In order to avoid the build-up of turbulent kinetic energy in stagnation regions, two production
limiters are available. For details, see Production Limiters (p. 114).

The buoyancy production term is included in the k-equation if the Buoyancy Turbulence option
in CFX-Pre is set to Production or Production and Dissipation. The formulation is the same is
given in Equation 2.26 (p. 105) and Equation 2.27 (p. 105).

The buoyancy turbulence terms for the w-equation are derived from P,, and P, according to
the transformation P,.

The additional buoyancy term in the w-equation reads:

Py=% ((a+1)Cymax (Pyy,0)~Pyy) (242)

Here the first term on the right hand side, which comes from the g-equation, is included only if
the Buoyancy Turbulence option is set to Production and Dissipation. The second term, origin-
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ating from the k-equation, is included with both Production and Production and Dissipation
options.

If the directional option is selected, then the first term on the right hand side is modified according
to Equation 2.29 (p. 105):

P»=% ((@+1)Csmax (Py,,0)-sin ¢p-Py, ) (2.43)

2.2.2.4.2.The Baseline (BSL) k-omega Model

The main problem with the Wilcox model is its well known strong sensitivity to freestream con-
ditions (Menter [12]). Depending on the value specified for w at the inlet, a significant variation

in the results of the model can be obtained. This is undesirable and in order to solve the problem,
a blending between the k-w model near the surface and the k-&¢ model in the outer region was
developed by Menter [9]. It consists of a transformation of the k-€ model to a k-w formulation
and a subsequent addition of the corresponding equations. The Wilcox model is thereby multiplied
by a blending function F, and the transformed k-& model by a function 1-F.. F, is equal to one
near the surface and decreases to a value of zero outside the boundary layer (that is, a function
of the wall distance). For details, see Wall and Boundary Distance Formulation (p. 94). At the
boundary layer edge and outside the boundary layer, the standard k-& model is therefore re-
covered.

Wilcox model:

ol pk u k .
O | ()
dl pw U
S o) e aprios o =
Transformed k — € model:
alpk) o 9 K ) ok ,
—at *ax PUK)=3% (M*o—,fz)_x,- +P= pw (2:46)
Apw)
T*ax (PU )
(2.47)

Ok dw )
(,Ll sz 6X ] Zpamzw 0x; 0x; aZ?Pk_szwz

Now the equations of the Wilcox model are multiplied by function F,, the transformed k-¢
equations by a function 1-F, and the corresponding k- and w- equations are added to give the
BSL model. Including buoyancy effects the BSL model reads:

o(pk) . o K ok
ot ' ox; (pUjk)= 0x; (H"okg)ax +Py—f pkaw+Py, (2.48)
pw)

T+6x (pU w)

(2.49)
%’[(l“#) ] (1-F )Zpﬂlzwgf g)(:) +azi P =B pw?+P,,

The coefficient a in the buoyancy production term P, in Equation 2.42 (p. 107) and Equa-
tion 2.43 (p. 108) is also replaced by the new coefficient a;.
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The coefficients of the new model are a linear combination of the corresponding coefficients of
the underlying models:

®,=F, & +(1-F,) &, (2.50)
All coefficients are listed again for completeness:
B’'=0.09 (2.51)
a,=5/9 (2.52)
B=0.075 (2.53)
0}1=2 (2.54)
0,1=2 (2.55)
a,=0.44 (2.56)
B,=0.0828 (2.57)
Oi=1 (2.58)
0,,=1/ 0.856 (2.59)

2.2.2.4.3.The Shear Stress Transport (SST) Model

The k-w based SST model accounts for the transport of the turbulent shear stress and gives
highly accurate predictions of the onset and the amount of flow separation under adverse pressure
gradients.

The BSL model combines the advantages of the Wilcox and the k-£ model, but still fails to
properly predict the onset and amount of flow separation from smooth surfaces. This deficiency
is discussed in detail by Menter [9], but primarily arises because these models, which do not ac-
count for the transport of the turbulent shear stress, overpredict the eddy-viscosity. The proper
transport behavior can be obtained by a limiter to the formulation of the eddy-viscosity:
_ a, k
Ve max(a1 w,SFz)

(2.60)

where
Ve=i./ p (2.61)

Again F, is a blending function similar to F,, which restricts the limiter to the wall boundary layer,
as the underlying assumptions are not correct for free shear flows. S is an invariant measure of
the strain rate.

Note that the production term of w is given by:

P.=(32)P, (262)

This formulation differs from the standard k-w model.

Note:

In the SST model, 0,;=1.176.
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2.2.2.4.3.1.Blending Functions

The blending functions are critical to the success of the method. Their formulation is based on
the distance to the nearest surface and on the flow variables.

F 1=tanh(arg‘11) (2.63)

with:
: vk s00v|__4pk
arglzmln(max ﬁ/ (Uyl yzw ,CDkW 0.0 yz
where y is the distance to the nearest wall, v is the kinematic viscosity and:
€D, =max [zp%’;wg—)’fjg—)‘;;,1.0x10‘1°) (2.65)

F ;tanh(arg%) (2.66)

with:
2\k
arg =max % %

2.2.2.4.3.2.The Wall Scale Equation

During the solution of a simulation using the SST or BSL model, you will see a plot in the CFX-
Solver Manager for Wall Scale. These models require the distance of a node to the nearest
wall for performing the blending between k-& and k-w. Detailed information on the wall scale
equation is available in Wall and Boundary Distance Formulation (p. 94).

2.2.2.4.3.3. Modifications to SST for High Lift Devices

The high-lift modification for the SST turbulence model (SST-HL) is based on the observation
that for numerous airfoil predictions, the SST model over-predicts the maximum lift achievable.
In terms of physics, this means that the standard SST model predicts less and later flow separ-
ation from the airfoil than has been observed in experiments. The high-lift modification allows
the fine tuning of the SST model for such applications. The default value (0.9) of the tuning
parameter (CHL Coefficient) is optimized for a wide range of flows. Setting the parameter
value to unity reverts the model back to the standard SST model. It is worth noting that all
other available eddy-viscosity models lead to even stronger deviations from experimental data
compared to the SST model and so do not offer an alternative to the SST-HL modification.
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Figure 2.1: Example showing effect of high-lift modification on results
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2.2.2.4.4.The Reattachment Modification (RM) Model

RANS models are designed for predicting attached and mildly separated flows. It is known that

all RANS models fail in predicting the correct turbulence stress levels in large separation zones;
the turbulent stresses in the separating shear layer are typically underpredicted, leading to overly
large separation zones. This is often masked by the tendency of many RANS models to predict
delayed separation under adverse pressure gradients compared to experimental data. As the SST
model typically predicts the onset of separation with good accuracy, there is a need to introduce
additional production of turbulence under such conditions. To correct the problem, the Reattach-
ment Modification (RM) model modifies the SST model to enhance turbulence levels in the sep-
arating shear layers emanating from walls. This modification becomes less effective with increasing
mesh refinement, and, as a result, is not an official amendment to the SST model. Nevertheless,

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates. m



Turbulence and Wall Function Theory

the RM model is suitable for typical engineering applications, and has become especially popular
for modeling turbomachinery flows.

Note:

+ The RM model should be used only to model flows separating from smooth surfaces
under the influence of adverse pressure gradients. It should not be treated as a
general-purpose enhancement to the SST model, as this may suppress errors caused
by poor mesh definition or inappropriate model assumptions.

« If the geometry of your case is complex, the RM model may be active in unintended
regions.

* In investigating 2D cases, the RM model loses effectiveness when the mesh resolution
in the boundary layer exceeds ~ 100 cells. With such significant mesh refinement,
the RM model behaves like the standard SST model.

In free mixing layers, the ratio of turbulence production to dissipation, R:Pk/ (pe), has an
equilibrium value of R~1.5. However, the equilibrium value of R is greatly exceeded in regions
of large flow separation from smooth surfaces. Based on this observation, the RM model adds a
source term to the right-hand side of the k-equation used in the SST model. This source term,
Ppy. is given by:

min(Sz,.Qz)

4-max(0, —1.6),1.5]FLR (2.68)

F,r is a function that was introduced to avoid interaction between the RM model and laminar-
turbulent transition models (see Ansys CFX Laminar-Turbulent Transition Models (p. 128)). The
function is given by:

k 2
FLR=tanh ((UVCLR) ] (2-69)

where v represents kinematic viscosity and C; is an adjustable coefficient whose default value
is C;z=10. Note that decreasing the value of C;; tends to decrease the effectiveness of the
function Fp.

2.2.2.4.5.The GEKO Model

The Generalized k-Omega (GEKO) model is a two-equation model, based on the k-Omega model
formulation, but with the flexibility to tune the model over a wide range of flow scenarios.

The GEKO model’s main parameters, which are described under GEKO model in the CFX-Solver
Modeling Guide, are:

+ Separation Coefficient
+ Near Wall Coefficient

* Mixing Coefficient
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- Jet Coefficient

The GEKO model is affected by the following advanced parameters:

« Curvature Correction

For details, see Curvature Correction for Two-Equation Models in the CFX-Solver Modeling Guide.

» Corner Correction

For details, see Corner Correction in the CFX-Solver Modeling Guide.

« GEKO Coefficients

The GEKO Coefficients normally do not need to be changed. Descriptions follow:

Auxiliary Jet Coefficient
Auxiliary model coefficient of the GEKO turbulence model (default = 2.0).

Allows fine-tuning of the parameter to optimize free jets. Higher values increase the impact
of the Jet Coefficient.

C1 Coefficient

Auxiliary model coefficient of the GEKO turbulence model (default = 1.7)
Allows adjustment of the log-layer.

C2 Coefficient

Auxiliary model coefficient of the GEKO turbulence model (default = 1.4)
Laminar Blending Coefficient

Auxiliary model coefficient of the GEKO turbulence model (default = 25)

Controls the blending function used to de-activate the effects of Fy,x and Fgr in the

boundary layer. Setting a lower value reduces shielding of the boundary layer from the effects
of FM|X and FJET'

The Laminar Blending Coefficient is active only if the Intermittency transition model is enabled.
Realization Coefficient
Model coefficient of the GEKO turbulence model (default 0.577)

Used to apply a realizability constraint to limit turbulence production. By default, this is applied
in addition to the production limiter.

Turbulent Blending Coefficient

Auxiliary model coefficient of the GEKO turbulence model (default = 2.0)
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Controls the blending function used to de-activate the effects of Fy,x and Fgr in the
boundary layer.

Decreasing this value decreases the thickness of the layer near walls where Fy,x and F g7 are
deactivated. This results in the activation of the Fy,x and F g formulation closer to walls.

Ansys Fluent also has the GEKO model available. For details, see Generalized k-w (GEKO) Model
in the Fluent Theory Guide.

2.2.2.5.Production Limiters

A disadvantage of standard two-equation turbulence models is the excessive generation of turbulence
energy, Py, in the vicinity of stagnation points. In order to avoid the build-up of turbulent kinetic
energy in stagnation regions, a formulation of limiters for the production term in the turbulence
equations is available.

The formulation follows Menter [9] and reads:
Py = min(Pk,Clim p s) (2.70)

The coefficient C};, is called Cl i p Fact or and has a value of 10 for w based models. This limiter

does not affect the shear layer performance of the model, but has consistently avoided the stagnation
point build-up in aerodynamic simulations.

Using the standard Boussinesg-approximation for the Reynolds stress tensor, the production term
P\ can be expressed for incompressible flow as:

Pk=‘ut Sz
- (2.71)
S:\’Z Sij Sjj,Sij=%(a_)q+a_X:)

where § denotes the magnitude of the strain rate and §j; the strain rate tensor.

Kato and Launder [128] noticed that the very high levels of the shear strain rate S in stagnation
regions are responsible for the excessive levels of the turbulence kinetic energy. Because the de-
formation near a stagnation point is nearly irrotational, that is the vorticity rate (2 is very small, they
proposed the following replacement of the production term:

Py=p. S0

0=20,0,0=3( -3 (2.72)

where () denotes the magnitude of the vorticity rate and (J;; the vorticity tensor. In a simple shear

flow, S and (2 are equal. Therefore, formulation recovers in such flows, as seen in the first parts of
Equation 2.71 (p. 114) and Equation 2.72 (p. 114).

The production limiters described above are available for the two ¢ based turbulence models and

for the (k,w)-, BSL- and SST-turbulence models. They are available in the Advanced Control settings
of the Turbulence Model section in CFX-Pre. For details, see Turbulence: Option in the CFX-Pre

User's Guide. The allowed options of the production limiter are Cl i p Fact or and Kat o Launder.
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2.2.2.6. Curvature Correction for Two-Equation Models

One weakness of the eddy-viscosity models is that these models are insensitive to streamline
curvature and system rotation. Based on the work of Spalart and Shur [191] a modification of the
production term has been derived to sensitize the standard two-equation models to these effects
[192]. The empirical function suggested by Spalart and Shur [191] to account for these effects is
defined by

2r* - ~

frotation = ( 1+Cr1)m[ 1—cr3tar1 1[Cr2r)]_cr1 (2.73)

It is used as a multiplier of the production term and has been limited in Ansys CFX in the following
way:

Py=Py f, (2.74)

where

fr=max [O;1+Cscale(fr_ 1) ]

and

f,=max {mln (fmmn,on, 1.25), 0}

The original function is limited in the range from 0.0 corresponding, for example, to a strong convex
curvature (stabilized flow, no turbulence production) up to 1.25 (for example, strong concave
curvature, enhanced turbulence production). The lower limit is introduced for numerical stability
reasons, whereas the upper limit is needed to avoid overgeneration of the eddy viscosity in flows
with a destabilizing curvature/rotation. The specific limiter 1.25 provided a good compromise for
different test cases that have been considered with the SST model (for example, flow through a U-
turn, flow in hydrocyclone, and flow over a NACA 0012 wing tip vortex [192]). The scaling coefficient

C,.q0 has been introduced to enable you to influence the effect of the curvature correction if needed

for a specific flow. The default value of this scaling coefficient is 1.0 and can be changed on the
Fluid Models tab of the Domain details view in CFX-Pre.

Assuming that all the variables and their derivatives are defined with respect to the reference frame

rot

of the calculation, which is rotating with a rate 2", the arguments r* and T of the function f

rotation
are defined in the following way:

N
=3 (2.75)

DS;;
?zmiksik[D_é]+(SimnSjn+€jmnSin) Qﬁ?]ﬁ (2.76)

where the first term in brackets is equivalent to the 2nd velocity gradient (in this case the Lagrangian
derivative of the strain rate tensor) and the 2nd term in the brackets is a measure of the system
rotation. The strain rate and vorticity tensor are defined, respectively, using Einstein summation

convention as

I-J-:E a_x]+6_x, (2-77)
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1 aU; aUl rot
Qij:i(a_x;_a_xi +2emjifln (278)
where
§2=2S,S;;
.(22:2.(21'}'.01'1'
D*=max (5%,0.09w2)
and, where
DS,']'
Dt

are the components of the Lagrangian derivative of the strain rate tensor.

Finally, based on the performed tests, the empirical constants c,, ¢,, and c,5 involved in Equa-
tion 2.73 (p. 115) are set equal to 1.0, 2.0, and 1.0, respectively.

This curvature correction is available for € and w-based eddy-viscosity turbulence models (k - ¢,
RNG k - ¢, k-w, BSL, SST) as well as the DES-SST and SAS-SST turbulence models.

2.2.3.The Eddy Viscosity Transport Model

A very simple one-equation model has been developed by Menter [32] [33]. It is derived directly from
the k —& model and is therefore named the (k —e)lE model:

0p7, 00UV - (H( pat)a_'&

= - —_— —_ 2.79
gt T ox, GPVeS=ap|\T o |*| (Mo | 9y 2.79)

where v is the kinematic eddy viscosity, ;t is the turbulent kinematic eddy viscosity and ¢ is a model
constant.

The model contains a destruction term, which accounts for the structure of turbulence and is based
on the von Karman length scale:

(LVK)Z= a_ss—a_s (2.80)

an an

where S is the shear strain rate tensor. The eddy viscosity is computed from:
H=P V¢ (2.81)

In order to prevent a singularity of the formulation as the von Karman length scale goes to zero, the
destruction term is reformulated as follows:
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ve )
Bees(22)

v, ov,

EBB=E % (2.82)
E —€
E=c,Epp tanh( 6315“33)
dpv, 9pU;v, ~ pv,) dv
6tt+ aX]' :C1D1thS_C2pEle+ I’H-Tt a_xt; (2.83)

The coefficients are:

Coefficient Value

Cq 0.144

Cy 1.86

C3 7.0

At 135
0.41

o 1.0

By default, the model is solved in combination with the scalable wall function. For details, see Scalable
Wall Functions (p. 154).

2.2.3.1.Low Reynolds Number Formulation

Low Reynolds formulation of the model is obtained by including damping functions. Near wall
damping functions have been developed to enable integration to the surface:

1Z52%
=y (2.84)
D2:1—exp[—(A+Kv) ]
where D , is required to compute the eddy-viscosity that goes into the momentum equations:
u,=pD,v, (2.85)

The low Reynolds formulation of the (k—s)lE model requires a near wall mesh resolution of y*<1.

2.3.Reynolds Stress Turbulence Models

These models are based on transport equations for all components of the Reynolds stress tensor and
the dissipation rate. These models do not use the eddy viscosity hypothesis, but solve an equation for

the transport of Reynolds stresses in the fluid. The Reynolds stress model transport equations are solved
for the individual stress components.

Algebraic Reynolds stress models solve algebraic equations for the Reynolds stresses, whereas differential

Reynolds stress models solve differential transport equations individually for each Reynolds stress
component.
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The exact production term and the inherent modeling of stress anisotropies theoretically make Reynolds
stress models more suited to complex flows; however, practice shows that they are often not superior
to two-equation models.

The Reynolds averaged momentum equations for the mean velocity are:
apU; 9 au;, adU; ap’
(pUiUf)_axj K 0x; + 0x;

a (.
at " ox; =7 x, 0x; (o) +Su, (2.86)
where p” is a modified pressure, SMi is the sum of body forces and the fluctuating Reynolds stress

contribution is ptir;. Unlike eddy viscosity models, the modified pressure has no turbulence contribution

and is related to the static (thermodynamic) pressure by:
- +Z % (2 87)
p =p+3Hu X, :

In the differential stress model, pu;tz; is made to satisfy a transport equation. A separate transport
equation must be solved for each of the six Reynolds stress components of pt;ii;. The differential

equation Reynolds stress transport is:
opuy; g ) 3 k__\9ug;
ot +E(Ukpui“j)‘m (5k1H+PCs?Uk“1) ox,

2
=Pij=306ijpe+Pij+Pyjp

(2.88)

where P;; and P;;, are shear and buoyancy turbulence production terms of the Reynolds stresses re-
spectively, @;; is the pressure-strain tensor, and C is a constant.

Buoyancy turbulence terms P;;, also take the buoyancy contribution in the pressure strain term into

account and are controlled in the same way as for the k —& and k —w model. See the discussion below
Equation 2.27 (p. 105).

2.3.1.The Reynolds Stress Model

The standard Reynolds stress model in Ansys CFX is based on the g-equation. The CFX-Solver solves
the following equations for the transport of the Reynolds stresses:

dpuu; g Y 3 2 e
at +E(Ukpui“j)‘ﬁ (H‘*?Csp?)axk

, (2.89)
=Pij=306ijpe+Pij+Pijp
where @;; is the pressure-strain correlation, and P;;, the exact production term, is given by:
Pij= ~PUl G, ~PUUkgx, (2.90)
The production due to buoyancy is
1
P ij.b:Bij—Cbuo(ij—gBkkSi;) (2.91)

where the second term represents the buoyancy contribution from the pressure-strain term (Launder
[196]), and B;; is given by

Bijzgibj+gjbi (2.92)
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If the Boussinesq buoyancy model is used, then b; is modeled as

—_tp0l
5P ax; (2.93)

where [ is the thermal expansion coefficient. Otherwise the term is modeled as (full buoyancy model
based on density differences)
M, dp
bi__P_Upa_x,- (2.94)
As the turbulence dissipation appears in the individual stress equations, an equation for ¢ is still re-
quired. This now has the form:

dlpe
(apt) ai (p Uy €)= (CorPi-Cope+CoiPyy)+ a?(k

(2.95)

( ) de
L UgRs Xy

In these equations, the anisotropic diffusion coefficients of the original models have been replaced
by an isotropic formulation, which increases the robustness of the Reynolds stress model.

The Reynolds stress model is also available with anisotropic diffusion coefficients. In this case, the
CFX-Solver solves the following equations for the transport of the Reynolds stresses:

0pu; o u;
5 +ax (UkPU ”1) axk((5k1H+Pcss Uk“I) 8)(])
(2.96)
=P~ 35,;pe+ P+ Py
where @;; is the pressure-strain correlation, and P;j, the exact production term, is given by Equa-
tion 2.90 (p. 118).
In this case the production due to buoyancy is for the Boussinesq approximation modeled as:
P, qny; )
bi=CspPza, Uil X; (2.97)
Otherwise the term is modeled as (full buoyancy model based on density differences):
dp
b=- Cssap“ukax (2.98)
The equation for € is:
dlpe)
o +6x (pUye)
5 . ; (2.99)
£ T £
=% (Cs1pk‘CsQP5+Cs1Psb) +ox, [ (M Si+ce pe Uy ”1) a_x,]
The model constants are listed below for each model.
2.3.1.1.Pressure-Strain Terms
One of the most important terms in Reynolds stress models is the pressure-strain correlation, o
It acts to drive turbulence towards an isotropic state by redistributing the Reynolds stresses.
The pressure strain term can be split into two parts:
D;;i=Djj1+PDij2 (2.100)
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where @;; is the ‘slow’ term, also known as the return-to-isotropy term, and @;;, is called the
‘rapid’ term.

There are three varieties of the standard Reynolds stress models based on the g-equation available.
These are known as LRR-IP, LRR-QI and SSG. The LRR-IP and LRR-QI models were developed by
Launder, Reece and Rodi [4]. In both models, the pressure-strain correlation is linear. "IP" stands for
Isotropization of Production and is the simplest of the 3 models. The two terms read:

2
<D,-j,1=—C1p%(u,-uj—§5Uk) (2.101)
(pij,Z:_CZ(Pij_%P(sij) (2102)
The values of the two coefficients are C;=1.8 and C,=0.6. P is given by 0.5P;;.

"QI" stands for Quasi-lsotropic and differs from the IP model in the formulation of the rapid term:

Pijo= ‘%(Pij—%P&j) 3062 Pk(gi], %Z,J) 2.103)
=5 (py-36,P) |
where Dj; is given by:
Dij=-pui %Zf - pu %Zf 2104

The SSG model was developed by Speziale, Sarkar and Gatski [5] and uses a quadratic relation for
the pressure-strain correlation.

In order to compare the pressure-strain correlations for the three models, a general form can be
derived based on the anisotropy tensor g;; and the mean strain rate tensor and vorticity tensor, S;;

and (};; respectively. The general form reads:
1
(pif'lz —pg[ Cslaif+ CSZ(aikakj_§ amnamn(Sij) ] (2.105)

(Dl‘f'zz - Crlpaij+ CrZPkSij_ Cr3pk5ij\lamnamn

) (2.106)
+C4pk (aikS K+ AjkSi— 3 UaSkiOij ) +C,5pk ( L2+ aijik)
where

ity 2.107
=" 3611 (2.107)

_1(0U; 9Y;
Si _Z(axj aX (2.108)

_1(9Y; _9Y,
ij= 2( ox; 0x; (2.109)

This general form can be used to model linear and quadratic correlations by using appropriate
values for the constants. The constants are listed in the table below for each model.

Model Curs O¢Rrs Cs Cs Ceq Ceo

LRR-IP 0.1152 1.10 0.22 0.18 1.45 1.9
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Model Curs ORs Cs Ce Ceq Cer
LRR-QI 0.1152 1.10 0.22 0.18 1.45 1.9
SSG 0.1 1.36 0.22 0.18 1.45 1.83
Model Cst Cs2 Cr Crp Cr3 Cra Crs
LRR-IP 1.8 0.0 0.0 0.8 0.0 0.6 0.6
LRR-Ql 1.8 0.0 0.0 0.8 0.0 0.873 0.655
SSG 1.7 -1.05 0.9 0.8 0.65 0.625 0.2

Selection of the appropriate model is carried out on the Fluid Models panel of the Domains form
in CFX-Pre. The following options correspond to the types of models listed above:

+ Reynolds Stress Model - LRR-IP
+ SSG Reynolds Stress Model - SSG
+ QI Reynolds Stress Model - LRR-IQ

The coefficients of the pressure strain term can be specified in CFX-Pre in the general form for the
LRR-QI and SSG models. The LRR-IP model has been added for completeness in the table above. In
CFX-Pre the pressure strain coefficients of the LRR-IP are asked in the form as given in Equa-

tion 2.101 (p. 120) and Equation 2.102 (p. 120). For the Boussinesq buoyancy model the default value
of 0, is 0.9 for LRR-IP and LRR-QI and 2/3 for SSG. In the full buoyancy model based on density

differences the default value of o, is 1.0 for all models.

2.3.2.0mega-Based Reynolds Stress Models

CFX provides two Reynolds Stress-w models: the Omega Reynolds Stress and Baseline (BSL) Reynolds
stress models. The two models relate to each other in the same way as the two equation k — w and
BSL models. For details, see The Baseline (BSL) k-omega Model (p. 108).

The Reynolds Stress-w turbulence model, or SMC-w model, is a Reynolds stress model based on the

w-equation. The advantage of the w-equation is that it allows for a more accurate near wall treatment

with an automatic switch from a wall function to a low-Reynolds number formulation based on the

mesh spacing.

The modeled equations for the Reynolds stresses can be written as follows:
opu; g —

at +a_xk(UkPui“j)

2 ' d H ) 0uit;
=Pij=3 P pwkoij+Pij+Pijp+ 5 ( (.U*a_k )Wkl)

(2.110)

The production due to buoyancy is modeled in the same way as given in the Equation 2.93 (p. 119)
and Equation 2.94 (p. 119). The default value of g, is 0.9 for the Boussinesq buoyancy model and 1.0

in the full buoyancy model based on density differences.

2.3.2.1.The Omega Reynolds Stress Model

The Omega Reynolds Stress Model uses the following equation for w:
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0 (5):)) + a([a];;(iw) =ap%Pk+wa—ﬂpw2+aiXk [ (‘u+g—(i )g—;}i) (2.111)
The following coefficients apply:
0,=2
0,=2
,320.075 (2_1 12)
q=b_ 2 __5
Foop)*?

2.3.2.2.The BSL Reynolds Stress Model

The coefficients a and f of the w-equation, as well as both the turbulent Prandtl numbers o, and
o, are blended between values from the two sets of constants, corresponding to the w-based
model constants and the g-based model constants transformed to an w-formulation:

Apw)

T*a(UkPw): a3%Pk+wa—ﬁ3pw2+a%((umﬂ—;)g—z)

L o a (2.113)
W
+(1_F1)2p0w2w6_xk6_xk

+ Set 1 (SMC-w zone):
0}1=2
0,1=2
[31=0.O75 (2.114)

a’1=§—0 (22,)0.5 =0.553

The value of 8 here corresponds to the k —w model. For details, see The Wilcox k-omega Mod-
el (p. 107). The von Karman constant k has a commonly used value of 0.41.

+ Set 2 (SMC-¢ zone):
0,,=1.0
0,,=1/0.856
B,=0.0828 (2.115)
B k2

CXZZIB: - o_m(ﬂ)ol5 :0.44‘

The blending of coefficients is done by smooth linear interpolation with the same weight function
F, as the one used in a cross-diffusion term of the w-equation (Equation 2.113 (p. 122)):

@,=Fro+(1-Fi)o, (2.116)

where F1=tanh(arg4) with:

\/; 500v

fwy’ yiw

D537 (2.117)

arg=minj max

122
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and

Cthqnax(2p5£;3i¥%é%§,1040) (2.118)

2.3.2.3.Pressure-Strain Correlation

The constitutive relation for the pressure-strain correlation is given by:
' .2 A 2
d),’]: BClpw(—u,.uj+§k6,-j)—a(P,-j—gPS,-j)

(2.119)
A 2 A 1
'ﬁ(Dij‘ﬁp‘sij)‘Vpk(sij‘§5kk5ij)
The production tensor of Reynolds stresses is given by:
ou;  au;
Pij= =Pt g%, ~PUlkgx, £=0-5Pk (2.120)

The tensor D y;, participating in the pressure-strain model Equation 2.119 (p. 123), differs from the

production tensor in the dot-product indices:
D= oU, aU,
,-j——puiuk axj _pu]‘uk axi (2121)

The turbulent viscosity in the diffusion terms of the balance equations (Equation 2.110 (p. 121) and
Equation 2.111 (p. 122)) is calculated in the same way as in the Wilcox k—w model. For details, see
The Wilcox k-omega Model (p. 107).

w=p% (2.122)
The coefficients for the model are:
B =0.09

a=(8+C)/11

A

p=(8c-2)/11
y=(60C,-4)/55
C=1.8

C,=0.52

2.3.2.4.Wall Boundary Condition

The SMC-w model is used in combination with the automatic wall treatment developed for the
k-w based models (k-w, BSL and SST). The formulation has been recalibrated to ensure a constant
wall shear stress and heat transfer coefficient under variable near wall resolution.
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2.3.3.Rotating Frame of Reference for Reynolds Stress Models

One of the advantages of Reynolds stress transport models, when compared to k—& and k-w models,
is their ability to simulate the additional anisotropy of the Reynolds stresses due to the Coriolis forces
appearing in the rotating frame of reference.

The necessary additional source terms to account for the Coriolis forces have been implemented into
Ansys CFX for use with any of the available Reynolds stress transport models. These terms are described
in a book by Wilcox [30], and in more detail in a paper by Launder, Tselepidakis and Younis [31].

If the flow equations are written in the frame of the coordinate system, which rotates relative to the

steady inertial frame with a rate " then one new source term G j has to be added directly to the

right hand side of the transport equation for ptitr;, Equation 2.110 (p. 121):

ij:P'QIZOt‘(ij Eikm™ Tim Sjkm) (2.123)

where g;; is a Levi-Chivita factor, equal to 1 if its indices {i,j,k} form an even permutation of {1,2,3},
equal to -1 for an odd permutation of {1,2,3}, and equal to 0 if any two indices are equal.

Besides the absolute velocity gradient tensor, participating in the production tensor Equa-
tion 2.120 (p. 123) and in the model equation for the pressure-strain correlation Equation 2.119 (p. 123),
is written in the rotating frame as a sum of the strain rate tensor S j:

1]=7 a—xj +6—XI (2.1 24)
and the vorticity tensor (2;;, which has an additional term due to system rotation:
Qijzi(a_x;_a_xi * e (2125)

This representation of the velocity gradient results in an apparent additional source term G j; Equa-
tion 2.123 (p. 124), coming from the production term (—pPI.].).That is why in reference [31] the Coriolis
source term G j differs from Equation 2.123 (p. 124) by an additional factor of 2.

2.3.4.Explicit Algebraic Reynolds Stress Model

Explicit Algebraic Reynolds stress models (EARSM) represent an extension of the standard two-equation
models. They are derived from the Reynolds stress transport equations and give a nonlinear relation
between the Reynolds stresses and the mean strain-rate and vorticity tensors. Due to the higher order
terms, many flow phenomena are included in the model without the need to solve transport equations.
The EARSM enables an extension of the current (k — & and BSL) turbulence models to capture the
following flow effects:

+ Secondary flows
+ Flows with streamline curvature and system rotation.

The implementation is based on the explicit algebraic Reynolds stress model of Wallin and Johansson
[188]. Differences from the original formulation by Wallin and Johansson are explained in the following
text. The current EARSM formulation can be used in CFX together with either the BSL k —w or k—¢
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model. It is recommended that the current EARSM formulation be used with the BSL model (BSL
EARSM).

With EARSM, the Reynolds stresses are computed from the anisotropy tensor according to its definition
(see Equation 2.107 (p. 120)):

wu=k (a,-,-+%6,-j)

where the anisotropy tensor a;; is searched as a solution of the following implicit algebraic matrix
equation:

Na=-AS+(aQ-Qa)-A(as-Sa-4tr{as}), with N=A+4(P,/¢) (2.126)

The coefficients 4; in this matrix equation depend on the C;-coefficients of the pressure-strain term
in the underlying Reynolds stress transport model. Their values are selected here as A4;=1.245, A,=0,
A3:1 .8, A4:2.25.

The values of 4,, A3, and A, are the same as those used in the original model by Wallin and Johansson
[188 ]. As for the value of 4, it is increased from 1.2 to 1.245 in the course of calibrating EARSM for
its use together with the BSL k — w model.

S;j and (;; denote the non-dimensional strain-rate and vorticity tensors, respectively. They are defined

as:
_1,(9Y; 9V
S,]—ZT( 3x; + ax, (2.127)
_1,(9Y; _9Y;
where the time-scale T is given by:
t=k/e=1/(C.w), €,=0.09 (2.129)

In order to arrive at an explicit solution of the Equation 2.126 (p. 125), the anisotropy tensor is expressed
as a polynomial based on the strain rate and the vorticity tensors as follows:

6= Si*+ B[ Ui~ 5 1165) +B.( S~ QuSij)

) (2.130)
+ﬁ6(sikaI'QIj+'Qik‘QkISU_§IV&ij_IIQSff)

The B-coefficients are evaluated to:
B=-N/Q
B,=-12:1vV [ (N-Q-(2N*-11,))
B,=-1/Q

B.=-6:N/(Q-(2N*-11,))
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where the denominator Q is:

Q=(N*-211,)/ A,

The invariants, which appear in the formulation of the anisotropy tensor and the coefficients, are
defined by:

1g=S51Sy
=0y,

V=811 g

The model representation of the anisotropy tensor Equation 2.130 (p. 125) and its coefficients ,BI, follows
the original model by Wallin and Johansson [188] with two differences. First, the fourth order tensor
polynomial contribution (the ﬁg(QSQZ—QZSQ) term) is neglected in Equation 2.130 (p. 125). Second,

the tensor basis is slightly changed for convenience according to Apsley and Leschziner [219]. Although
the tensor basis is changed, the model remains algebraically equivalent to the original model of

Wallin and Johansson. The latter change results in correspondingly changed expressions for the
coefficients ,81,.

In three-dimensional flows, the equation to be solved for the function N is of sixth order and no ex-
plicit solution can be derived, whereas in two-dimensional mean flows the function N can be derived
from a cubic equation, an analytic solution of which is recommended by Wallin and Johansson [188]
also for three-dimensional cases:

1/3
a/3+(P+\P.) +sign(P1—\/ITz)|Pl—\/}Tz|l/3 for P20
N= (2.131)
A3/3+2(P§—P2)1/6005(%arccos( = )] for P,<0

P2

1752

where
A% A4, 2
P1= ﬁ"‘TIIS_gIIQ 'A3

3
A5 AA
P2=P§-(33 +1T4115+%HQ)

A diffusion correction, suggested by Wallin and Johansson [188], is also implemented in CFX as an
option. This correction consists in the replacement of A; in the above written formulas for N, P; and
P,, through A'3:

A'y=Ag+ Ay-Cpippmax( 1+, 0]

where [)’jq is the equilibrium value of [)’1, that is a value of ﬁl achieved under the source term equilib-
rium P, =¢:
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eq
Bz A—N— N=44,

(N) =211,

For the parameter Cpy;¢, Which scales the degree of the diffusion correction, Wallin and Johansson
suggest a value of 2.2. In the current CFX implementation, it is set by default to zero, but this can be
overridden.

In the original model by Wallin and Johansson [188], the diffusion terms in the transport equations
for k and € (or w) were calculated using the effective eddy viscosity, u‘;ff:Cﬁfka/sz(Cﬁff/C“)-k/w,
of EARSM, where Cf,ff: —ﬁl/Z.The EARSM model, implemented in CFX, uses the standard eddy vis-
cosity ,utzCHkZ/ezk/a) for the diffusion terms. This model change helps to avoid the problems with

the asymptotic behavior at the boundary layer edge, which were reported by Hellsten [190].

For the underlying k — & or BSL k — w model, the standard coefficients are used.

2.3.4.1.Streamline Curvature and System Rotation

In order to account for effects of streamline curvature, the non-dimensional vorticity tensor is ex-
tended in the following way ([189], [190]):

-Qij:ir(a_xj_a_xi _Cscale'A_O'Ql?jC (2.132)

where the contribution of the curvature correction based on the work of Wallin and Johansson
[189] and Spalart and Shur [191] is given in the following way:

Qij =-€ijwi™s (2.133)
where
s SpiS ;quqk
k= 2l
and

., DS;;
S= Dtlj +(gimn5jn+€jmn5in)-0gl)t

In this formulation &;, represents the Levi-Chivita factor, which is equal to 0 if two or more indices

are equal, 1 if the indices {i,jk} form an even permutation of {1,2,3} and -1 if they form an odd

permutation. (2, are the components of the coordinate system rotation vector. The coefficient Ay

has to be calibrated. The scaling coefficient C,_,, has been introduced similar to the ‘Curvature
Correction of Two-Equation Models’ in order to enable you to influence the effect of the curvature

correction term
T CcC
A_OQU

if needed for a specific flow. The default value of this coefficient is 1.
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In a rotational frame of reference, where the coordinate system rotates relative to a steady inertial
frame, the vorticity tensor reads:

1 an aU/ rot

U‘z( ax; o, | ek (2.134

Because the anisotropy tensor is computed in terms of nondimensional strain-rate and vorticity
tensors, the nondimensional form of this term becomes:

1 (9U; 9U; t
.Q,']:i‘[(a—xj-a—xi +T£,'jk.(2;o (2.135)

It should be noted that there are significant robustness issues with the streamline curvature model
described in Equation 2.133 (p. 127). This is because one has the second velocity derivative (that is,
the gradient of the strain rate) divided by the first velocity derivative (that is, the strain rate). Con-
sequently, numerical noise in the second velocity derivative is amplified when the strain rate is
small (for example, in the free stream outside of a shear layer). Because the curvature corrected
Reynolds stresses enter directly in the momentum equation, this can create a feedback loop that
results in increasing spikes in the Reynolds stresses that are unphysical and can even cause the
solver to diverge. The solution to this problem turned out to be to compute two sets of Reynolds
stresses with the EARSM, those with and without the curvature term in Equation 2.132 (p. 127). The
Reynolds stresses without the curvature term are used in the momentum equations, while the
Reynolds stresses with the curvature term are used in the assembly of the production term in the
k and w (or €) equations. Consequently, the change in turbulence production due to curvature is
still captured, however the feedback loop that caused the spikes in the Reynolds stresses is avoided
because the curvature term does not enter directly into the momentum equations. There is probably
some loss in accuracy due to this treatment. However this is preferable to a model, which is not
robust and cannot be used in industrial applications. The 4, constant in Equation 2.132 (p. 127). has
been calibrated to a value of -0.4.

2.4, Ansys CFX Laminar-Turbulent Transition Models

The following topics are discussed:

2.4.1.Two Equation Gamma Theta Transition Model

2.4.2.0ne Equation Intermittency Transition Model

2.4.1.Two Equation Gamma Theta Transition Model

2.4.1.1.0verview

The full laminar-turbulent transition model is based on two transport equations, one for the inter-
mittency and one for the transition onset criteria in terms of momentum thickness Reynolds number.
It is called the Gamma Theta model and is the recommended transition model for general-purpose
applications. It uses an empirical correlation (Langtry and Menter) that has been developed to

cover standard bypass transition as well as flows in low free-stream turbulence environments. This
built-in correlation has been extensively validated together with the SST turbulence model ([101],
[102], [103]) for a wide range of transitional flows. The transition model can also be used with the
BSL or SAS-SST turbulence models.

The Gamma Theta Model has the following limitations:

128
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+ The Gamma Theta Model, like all other engineering transition models, is only valid for wall
boundary layer flows. It cannot be applied to free shear flow transition. The model will predict
free shear flows as fully turbulent.

* Due to the specific formulation of the Gamma Theta equation, only classical boundary layers
with a defined freestream region can be handled. This means that the model is not applicable
to situations such as pipe or channel flow.

+ The model is currently not linked to the buoyancy production terms because buoyancy driven
flows are outside the calibration space of the model. Therefore the model should not be used
in conjunction with non-zero buoyancy forces.

+ The model is not Galilean invariant. This means it is only valid with respect to walls that are not
moving relative to the coordinate system.

It should be noted that a few changes have been made to this model compared to original version
(that is, the CFX-5.7 formulation, [101],[102]) in order to improve the transition predictions. These
include:

1. An improved transition onset correlation that results in improved predictions for both natural
and bypass transition.

2. A modification to the separation induced transition modification that prevents it from causing
early transition near the separation point.

3. Some adjustments of the model coefficients in order to better account for flow history effects
on the transition onset location.

You should use the new formulation [103], although the original version of the transition model
(that is, the CFX-5.7 formulation) can be recovered by specifying the optional parameter "Tr ans
ition Mddel Revision = 0"inthe CCL in the following way:

FLU D MODELS:

TURBULENCE MODEL:
Option = SST
TRANSI TI ONAL TURBULENCE:
Option = Ganma Theta Model
Transition Mddel Revision = 0
TRANSI TI ON ONSET CORRELATI ON:
Option = Langtry Menter
END
END
END

END

In order to capture the laminar and transitional boundary layers correctly, the mesh must have a
y* of approximately one. If the y* is too large (that is, > 5) then the transition onset location moves
upstream with increasing y*.You should use the High Resolution discretization scheme (which is
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a bounded second-order upwind biased discretization) for the mean flow, turbulence and transition
equations.

Note:

The default production limiter for the turbulence equations is the ‘Kato-Launder’ formu-
lation when the transition model is used.

As outlined in Ansys CFX Laminar-Turbulent Transition Models in the CFX-Solver Modeling Guide,
two reduced variants of the transition model are available besides the two-equation Gamma Theta
transition model:

+ Specified Intermittency transition model — a zero-equation model.

« Gamma transition model — a one-equation model.

2.4.1.2.Transport Equations for the Gamma Theta Transition Model

The transport equation for the intermittency, y, reads:

o(py) a(pU;y) 5 I K dy
ot T ox, :PV1_EV1+P”2_EV2+6_X}- (/“'0_)/) a_x, (2.136)
The transition sources are defined as follows:
Cy3
Py1=2FlengthpS [V Fonset] ;Ey1=Py1)/ (2.137)

where § is the strain rate magnitude. Fiengy, is an empirical correlation that controls the length of
the transition region. The destruction/relaminarization sources are defined as follows:

P}’2=(2C}’1) P2y Fiy s Eya=cy2 P2y (2.138)

where (2 is the magnitude of vorticity rate. The transition onset is controlled by the following
functions:

Rev=p{;5 ;RT:ﬁ—(If) (2.139)
Fonset= 7195 (2.140)
Fonsetz=min ( max (Fonsetlngnsetl)'z'O)
F ser3=Mmax ( 1- (% )3,0)
Fonser=max (FonsetZ_FonsetS'O) (2.141)

Ry 4
Fturb=e_( * ]
Rey, is the critical Reynolds number where the intermittency first starts to increase in the boundary

layer. This occurs upstream of the transition Reynolds number, Rey,, and the difference between
the two must be obtained from an empirical correlation. Both the Fj.n4:, and Rey, correlations are

functions of Rey,.
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The constants for the intermittency equation are:

¢,1=0.03
Cy2=50
(2.142)
Cy3:O.5
O-y:]..o
The boundary condition for y at a wall is zero normal flux while for an inlet y is equal to 1.0.
The transport equation for the transition momentum thickness Reynolds number, lieet, reads:
a(p Izegt) a(p U; Izegt) 9 aliegt
ot *T ox, et |%w (wen) 9%, (2:143)
The source term is defined as follows:
p ~ 500 u
P9t=69t?(R89t _Reet)(l'O_FQt) ;tzﬁ (2.144)
_ 2y y-1/50 Y’
Fo= mm(max(Fwake-e{‘?),l.O—[m) ),1.0) (2.145)
Rey. 15 500y
QBL:p_[t] ;5BL:7 Opy, 25:T'5BL (2.146)
Wy Re, Y
Re, =29 F, e i0) (2.147)
The model constants for the lieet equation are:
€:=0.03;04=2.0 (2.148)

The boundary condition for Re,, at a wall is zero flux. The boundary condition for Rey, at an inlet
should be calculated from the empirical correlation based on the inlet turbulence intensity.

The model contains three empirical correlations. Rey, is the transition onset as observed in experi-
ments. This has been modified from Menter et al. [101] in order to improve the predictions for
natural transition and is defined as follows:

0.2196
Tu?

Reg=[1173.51-589.428Tu+ |F(2,), Tus1.3

-0.671

Re,,=331.50[ Tu-0.5658] ~ F(2,),Tu>1.3

]1.5

F(2y)=1-[-12.9861,-123.661,2-405.68943]e 1] *,A,<0
F(2y)=1+0.275[ 1--35.00]]l7¢],2,>0

Parameters entering the empirical correlations for Rey, are the local turbulence intensity, Tu, and
the Thwaites pressure gradient coefficient, A,, defined as:
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where dU/ ds is the acceleration in the streamwise direction.

Rey, is used in Equation 2.144 (p. 131). Fiengn is the length of the transition zone and goes into

Equation 2.137 (p. 130). The correlation for Fiengn is a function of Rey, and is defined as:
2

398.189E—1+(-119.270E-4)Rey+ (~132.567E-6)Rey, |,Rey<400

_ - -~ 2 ~ 3 ~
263.404+(-123.939E-2)Rey,+(194.548E-5)Rey, +(-101.695E-8)Rey, ],400S eq <596
FIength= - (2.150

0.5-(Rey,~596.0)-3.0E-4],596<Re,, <1200

\[0.3188],1200<Re,,

A modification to Fleng, is used in order to avoid a sharp increase in the skin friction in the
boundary layer shortly after transition:

R(l)
Fsublayer= ﬂ)

py*w
500u

R,=

Flength=Flength( 1_Fsublayer)"'40-0'FSUblayer

Rey, is the point where the model is activated in order to match both Rey, and Fiepg; it goes into
Equation 2.140 (p. 130). The correlation between Re,. and }{eet is defined as follows:

- (396.035-10‘2+(-120.656~10‘4)1€eet+(868.230~10‘6)ﬁe9tz)
Rear™ +(~696.506-107)Reg,3+(174.105-10"2) Reyya
[Reg.~(593.11+(Re,-1870.0)-0.482) | Re, > 1870

JRey,<1870
(2.151)

Reec:

Reg. can be thought of as the location where turbulence starts to grow while Rey, is the location
where the velocity profile first starts to deviate from the purely laminar profile.

2.4.1.3.Separation-induced Transition Correction
The modification for separation-induced transition is:
. Re,
ysep: mln(Z-max [(3.235Regc )_1'()] Freattachlz) FHt

Rr Y
Freattach=e_(20] (2152)

Vepp =Max (y'ysep)

The model constants in Equation 2.152 (p. 132) have been adjusted from those of Menter et al. [101]
in order to improve the predictions of separated flow transition. The main difference is that the

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
132 of ANSYS, Inc.and its subsidiaries and affiliates.



Ansys CFX Laminar-Turbulent Transition Models

constant that controls the relation between Re, and Reg,. was changed from 2.193, its value for a
Blasius boundary layer, to 3.235, the value at a separation point where the shape factor is 3.5 (see,
for example Figure 2 in Menter et al. [101]).

2.4.1.4.Coupling to the SST Model

The transition model interacts with the SST turbulence model, as follows:

%(pkﬁaixj(p ujk]=Pk—Dk+ain((y+okut)g—j:j) (2.153)
13k=yeff Py ;Z)k=min(max(yeﬂ ,0.1),1.0) D, (2.154)

k LA
Ry:pyu\/— Fe ) F.=max(F1origF.) (2.155)

where P, and D, are the original production and destruction terms for the SST model and Fqig

is the original SST blending function. Note that the production term in the w-equation is not
modified. The rationale behind the above model formulation is given in detail in Menter et al. [101].

2.4.1.5. Gamma Theta Transition Model and Rough Walls

If the two-equation transition model is used together with rough walls, then an equivalent sand-
grain roughness height must be specified at the wall and in addition the option Roughness Cor-
relation must be selected on the Fluid Models tab of the Domain details view. Further information
on the rough wall modifications can be found in Treatment of Rough Walls (p. 157).

2.4.2.0ne Equation Intermittency Transition Model

The following topics are discussed:
2.4.2.1.0Overview
2.4.2.2.Transport Equation for the Intermittency Transition Model
2.4.2.3.Coupling to SST Model
2.4.2 4. Intermittency Transition Model and Rough Walls

2.4.2.1.0Overview

The Intermittency transition model [224] is a further development based on the y-Re, transition
model. The Intermittency transition model solves only one transport equation for the turbulence
intermittency, ¥, and avoids the need for the second Re, equation of the y-Re, transition model.
The Intermittency transition model has the following advantages over the y-Re, transition model:

« It reduces the computational effort by solving one transport equation instead of two.

+ It avoids the dependency of the Rey equation on the speed U.This makes the Intermittency
transition model Galilean invariant. It can therefore be applied to surfaces that move relative to
the coordinate system for which the velocity field is computed.
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* The model has provisions for crossflow instability that are not available for the k-k, or y-Re,
transition model.

« The model formulation is simple and can be fine-tuned based on a small number of user para-
meters.

Like the y-Re, transition model, the Intermittency transition model is based strictly on local variables.

The Intermittency transition model is also available only in combination with the following turbulence
models:

+ BSL k-w model

+ SST k-w model

+ Scale-Adaptive Simulation with BSL or SST
+ Detached Eddy Simulation with BSL or SST
Note the following limitations:

+ The Intermittency transition model is only applicable to wall-bounded flows. Like all other engin-
eering transition models, the model is not applicable to transition in free shear flows. The model
will predict free shear flows as being fully turbulent.

+ The Intermittency transition model has only been calibrated for classical boundary layer flows.
Application to other types of wall-bounded flows is possible, but might require a modification
of the underlying correlations.

+ The Intermittency transition model has not be calibrated in combination with other physical effects
that affect the source terms of the turbulence model, such as:

- Buoyancy
- Multiphase turbulence

Guidelines on the use of the Intermittency transition model are similar to those developed for the
Y-Rey model as outlined in Ansys CFX Laminar-Turbulent Transition Models in the CFX-Solver
Modeling Guide.

2.4.2.2. Transport Equation for the Intermittency Transition Model

The transport equation for intermittency is the following:

a(py) 3(pUy) i
ot *ax, TriBrtay

M\ Oy
(ot )7

The formulation of the source terms is similar in nature to the corresponding terms in the y-Re,
transition model. The transition source term is defined as:

P}’:Flengthps)/(l_y)Fonset

where § is the strain rate magnitude and Fjgpg,=100 .
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The destruction/relaminarization source is defined as follows:

EY= CaZPQyFturb( Ce2V — 1)

where (2 is the magnitude of the absolute vorticity rate, ¢,,=0.06,c,,=50 and Qy=1.0.The transition

onset is controlled by the following functions:

Rey, .
Fonset1= 2.2Req, ’ Fonset2=m1n(F0nset 112'0)

Ry )3 (2.156)
Fonset3=max( 1_(ﬁ) '0)' ForLset=maX(Fonset2_Fonset3'0)

4
Fturb:e—(%]

pk
Rr=1i

d’s
Revzp he

Reg.=f(Tuy,, 4¢9)

where d,, is the wall distance and Rey, is a correlation used to trigger the transition model:
Reg (Tuy, Ag1)=Cryy+Cryzexpl=Crysz Tu, Fpe(2g,)]

In this correlation, Rey, is the critical momentum thickness Reynolds number, and Tu; and Ay, are
locally defined variables that approximate the freestream turbulence intensity and the pressure
gradient parameter, respectively. A local formulation that provides Tu; levels in the middle of the
boundary layer similar to the freestream turbulence intensity, Tu, is expressed as:

V2k/3

Tu;=min(100 wd, 100)
The formula for A, reads as:
AHL:—7.57-10‘35—5%+0.0128 (2.157)
For numerical robustness, A4, was bounded as follows:
Ay =min(max( A4;, -1.0), 1.0) (2.158)

The function Fp; accounts for the influence of the pressure gradient on transition, and is defined
as:

min(1+Cpg1 A9 , Cpgi) » Ag20

Fpe(2)= |
ral o) min(1+Cpgy Ay +Cpesmin[A,+0.0681, 0], Ci) |, A,<0

The Intermittency transition model has been calibrated against a wide range of generic as well as
turbomachinery and external aeronautical test cases. While you should not have to adjust the
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model coefficients in most situations, the model provides access to the coefficients so that you can

fine-tune the model. This should only be done based on detailed experimental data. You can adjust

the following constants in the correlations: Cyy1, Cryos Cryz Cpgi1r Cpear Cpgas ng‘l, ci;gz, Csgps

CRSF :

The Cryq constant defines the minimal value of critical Reg. number, whereas the sum of Cr;; and
Cry, defines the maximal value of Rey.. The Cry3 controls how fast the Rey,. decreases as the tur-
bulence intensity (Tu) increases. The Cp;; and Cpg, constants adjust the value of critical Reg,
number in areas with favorable and adverse pressure gradient, respectively. The Cp.; constant be-
comes active in regions with separation, correcting the Reg, value if necessary. Additionally, the
size of the separation bubble can be tuned by another constant, C;p, which enters the model
through the source terms directly rather than the correlations (see Coupling to SST Model (p. 138)).
The constants C}f,gll and nglz define the limits of the Fp, function; while they typically do not need
to be adjusted, it is possible to do so (for details, contact your support engineer).

For crossflow transition, a widely used experimental correlation is the C1 correlation proposed by
Arnal (1984) [223]. According to that correlation, transition occurs when the following condition is
met:

Rejsy
1507 (Hy) =1
where
1 for Hg<2.3
HJ)=
JUHs) %arctan(%) for 2.3<H¢<2.7
The crossflow Reynolds number is defined as:
UssSs;
€= Vv
[o0]
x _ S
662_.!;[]5‘561
(. (u
- _| =S
sic=J[1-{ 75 ) oo
(. u\u
S | =5
QXS_I(l_ Uss ) Uss
oS
57 Oxs
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In the previous equations, Regz$2 is the crossflow Reynolds number, the index S refers to a coordinate
system that is aligned with the freestream velocity Uss (where & refers to the boundary layer edge),

W  is the crossflow velocity normal to the direction of the freestream velocity. The value of 150 is
the calibration constant of the Arnal C1 criterion corresponding to a critical Reynolds number.

The Intermittency transition model accounts for the crossflow transition through a separate correl-
ation, which approximates the C1 correlation through a local formulation. The formulation uses
only local information and has the following functional form:

Crsr
Tenocal= 50 (G¥Re,)>1

The function G accounts for the influence of pressure gradient (shape factor); the function ¥ accounts
for the ratio of the crossflow strength relative to the streamwise strength; the Reynolds number

effect is included through Rey,. The correlation can be adjusted by the constant Crgp. The transition
location due to the crossflow instability will move upstream as Cggr increases.

The function G is computed as follows:

g(AQL,CF) :27864'OA3L,CF_ 1962.0 AéL,CF-l- 543 ABL,CF-F 1.0
g(kgL'CF)=min[max(g()tgmp) ,10) , 23]
G(Ag1cr)=0.684/g(AgLcr)

where A, cr is a local variable used to approximate the pressure gradient parameter and is defined
similarly to Ag; (see Equation 2.157 (p. 135) and Equation 2.158 (p. 135)):

Aorcr=-7.57-10455% +0.0174

AQL,CF=min[max(/\9L’CF,0) , 0_0477]

The crossflow indicator function ¥ is a non-dimensional measure of the local crossflow strength
relative to the streamwise strength. It is computed based on the wall normal change of the normal-

ized vorticity vector 8,, which serves as a measure of the three-dimensionality of the velocity profile
and which becomes zero for 2D flow.

Here, @ is the vorticity vector and 7 is the wall normal vector.

The indicator function ¥ is proportional to the local change of the flow angle and therefore a
measure of the overall crossflow strength.

The triggering function that accounts for the crossflow effects is defined as follows:
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Fonset,CF:min[maX[ 100 (TClloca[_ 1)' 0]' 1] .

The source term in the Intermittency equation is then triggered, either by the primary triggering
function F s (see Equation 2.156 (p. 135)) of the Intermittency transition model, or by Fpset cr:
whichever has a maximal value.

Fonset:maX[Fonset ) Fonset,CF]
The factor of 100 is used in Fypscr in order to speed up the transition process.

The default values for the model constants are the following:

li li
3.0, CSEP = 1.0, CRSF = 1.0

2.4.2.3.Coupling to SST Model
The coupling between the Intermittency transition model and the SST k-w, SAS with SST and DES

with SST models is the same as for the y-Re, model and is accomplished by modifying the equations
of the original SST model as follows:

9 ] 5 im_p 0
% (Pl 3 (o) =Pyt PEm= Dy (v om,
2 (pw)+& (pujw)=ast Do+ Cdyr i (it o, )2 )
Pe=y Py
D,=max(y,0.1)-D,
where P, and D, are the production and destruction terms from the turbulent kinetic energy

equation in the original SST turbulence model. The P, term is computed using Kato-Launder for-
mulation:

P=u,SQ

An additional production term, Pllm has been introduced into the k-equation to ensure proper

generation of k at transition points for arbitrarily low (down to zero) Tu levels. The additional term
is designed to turn itself off when the transition process is completed and the boundary layer has

reached the fully turbulent state. The expression for the P}(im reads as:

Pi™=5C, max(y-0.2,0) (1-y) For' max(3Cszpu-p,,0)S 2

F“m-min(max(R—e 1, 0) 30)
on — 2 2 R lim "

Rei™=1100
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Ck:]..O, CSEP: 1.0

The constants C;, and Cp are adjustable. When the laminar boundary layer separates, the size of
the separation bubble can be controlled by changing the constant Csgp. The default value of the
constant is set to 1.0; a higher value results in a shorter bubble. This mechanism is different from

the one used for the y-Re, model, where the effective intermittency, Yo is allowed to exceed 1.0

whenever the laminar boundary layer separates. It should be noted however, that the C¢;p constant
has an effect only for the bubbles developing under low Tu conditions (<0.5%). It might also slightly

affect the length of transition in attached boundary layers under very low freestream turbulence
intensity.

2.4.2.4.Intermittency Transition Model and Rough Walls

Note that the correlation does not include effects of rough walls. If you plan to include rough walls,

it is recommended that you switch to the y-Rey transition model.

2.5.Large Eddy Simulation Theory

This section outlines the theoretical details of the LES model in Ansys CFX. Additional information on
setting up an LES simulation is available, as well as modeling advice. For details, see The Large Eddy
Simulation Model (LES) in the CFX-Solver Modeling Guide.

The rationale behind the large-eddy simulation technique is a separation between large and small scales.

The governing equations for LES are obtained by filtering the time-dependent Navier-Stokes equations

in the physical space. The filtering process effectively filters out the eddies whose scales are smaller
than the filter width or mesh spacing used in the computations. The resulting equations thus govern
the dynamics of the large eddies.

A filtered variable is denoted in the following by an overbar and is defined by

5(x):J-<D(x’)G(x;x’)dx’ (2.159)
D

where D is the fluid domain, and G is the filter function that determines the scale of the resolved eddies.

The unresolved part of a quantity @ is defined by

P =p- (2.160)

It should be noted that the filtered fluctuations are not zero:

@'#0 (2.161)

The discretization of the spatial domain into finite control volumes implicitly provides the filtering op-
eration:

B(x)=7 J-qb(x’)dx’,x’EV
Vv

where V is the control volume. The filter function G(x;x’) implied here is then
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1/V, xXev
0 otherwise

(2.162)

G(x;x')={

Filtering the Navier-Stokes equations leads to additional unknown quantities. The filtered momentum
equation can be written in the following way:

P+ (U0 =+ [ G 01 T
ot P g \PYii)= =5 Y ax; M Gx; T ax, 11 ax;

where T;; denotes the subgrid-scale stress. It includes the effect of the small scales and is defined by
1;=-pUU;+pU,U; (2.163)

The large scale turbulent flow is solved directly and the influence of the small scales is taken into account
by appropriate subgrid-scale (SGS) models. In Ansys CFX an eddy viscosity approach is used that relates

the subgrid-scale stresses 7;; to the large-scale strain rate tensor Eij in the following way:

U, 0U;
Tjj— 3511Tkk 2U, S, Sij= 2(6)(] x i) (2.164)

Unlike in RANS modeling, where the eddy viscosity vsgs represents all turbulent scales, the subgrid-scale
viscosity only represents the small scales.

It should be noted that the isotropic part of 7, is not modeled, but added to the filtered static pressure.

Three models are available to provide the subgrid-scale (SGS) viscosity Hsgs- YOU should use the wall-
adapted local eddy-viscosity model by Nicoud and Ducros [200](LES WALE model) as a first choice. This
is an algebraic model like the Smagorinsky model, but overcomes some known deficiencies of the
Smagorinsky model: the WALE model produces almost no eddy-viscosity in wall-bounded laminar flows
and is therefore capable to reproduce the laminar to turbulent transition. Furthermore, the WALE
model has been designed to return the correct wall-asymptotic y*3-variation of the SGS viscosity and
needs no damping functions.

In addition to the WALE model, the Smagorinsky model [34] and the Dynamic Smagorinsky-Lilly model
(Germano et al. [198], Lilly [199]) are available. The Dynamic Smagorinsky-Lilly model is based on the
Germano-identity and uses information contained in the resolved turbulent velocity field to evaluate
the model coefficient, in order to overcome the deficiencies of the Smagorinsky model. The model
coefficient is no longer a constant value and adjusts automatically to the flow type. However this
method needs explicit (secondary) filtering and is therefore more time consuming than an algebraic
model.

2.5.1.Subgrid-Scale Models

2.5.1.1.Smagorinsky Model

The Smagorinsky model [34] is an algebraic model for the SGS viscosity Koo Based on dimensional
analysis, the SGS viscosity can be expressed as:
Hogs < Pldge (2.165)
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1/3
where [ is the length scale of the unresolved motion (usually the mesh size A=(Vol) ) and Dgcq
is the velocity of the unresolved motion.

Based on an analogy to the Prandtl mixing length model, the velocity scale is related to the gradients
of the filtered velocity:

= — — 2
Ges= Al where [S]=(25,5;) (2.166)
This yields the Smagorinsky model [34] for the subgrid-scale (SGS) viscosity:
'uscszp(CS A) N (2.167)

with Cs the Smagorinsky constant. The value of the Smagorinsky constant for isotropic turbulence
with inertial range spectrum:

E(k)=C,e¥3k™3 (2.168)
is:
TR
CSZﬁ(3—Ck) =0.18 (2.169)

For practical calculations, the value of C is changed depending on the type of flow and mesh
resolution. Its value is found to vary between a value of 0.065 (channel flows) and 0.25. Often a
value of 0.1 is used and has been found to yield the best results for a wide range of flows. This is
also the default value of Cs.

The coefficient Cj is, therefore, not a universal constant and this is the most serious shortcoming
of this model. Furthermore, damping functions are needed close to walls.

2.5.1.1.1.Wall Damping

Close to walls, the turbulent viscosity can be damped using a combination of a mixing length
minimum function, and a viscosity damping function fﬂ:

2 —
'usgszpmin (lmix' fMCSA) |S| (2.170)

with:

Lyix=K"y (2.171)

wall

C s and k are constants which you can set; their default values are 0.1 and 0.4 respectively.

By default, the damping function fﬂ is 1.0. A Van Driest and a Piomelli like damping can be spe-
cified by the user. For the Van Driest case, the damping function is:
fuzl—exp(—j'// A) (2.172)

with A = 25. For the Piomelli case it is:

ff\/l—exp[(—?/ 4)] (2.173)

with A = 25. The normalized wall distance:
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y=(y-u)/v (2.174)

is defined as a function of the calculated wall distance y, kinematic viscosity v, and local velocity
scale U.

The Van Driest or Piomelli wall damping can be switched on when the LES turbulence model is
selected. The damping factor A is defaulted to 25.0.

2.5.1.2. WALE Model

The wall-adapted local eddy-viscosity model (Nicoud and Ducros [200]) is formulated locally and
uses the following equation to compute the eddy-viscosity:

ded )32
2 (sist)
:usgszp(CWA) N . 5/4 (2.175)
(SUSU) +( ij u)
where Sg- denotes the traceless symmetric part of the square of the velocity gradient tensor:
d_1( 2. 2| _1c
Sij=2 (9,-,-+gﬂ-) 3019}, (2.176)

and where gizjzgikgkj, yi]:aU,-/axj and §;; is the Kronecker symbol. The tensor S,‘-ij can be rewritten

in terms of the strain-rate and vorticity tensors in the following way:

SgZSikgk]‘*—Qik‘(_)kj_%5ij(§mn§mn_-{_2mnnmn) (2.177)

where the vorticity tensor TZ,-J- is given by:

_1(9U; 9Y; 2.178)
T2\ ox;  0x; ‘

The main advantages of the WALE model are the capability to reproduce the laminar to turbulent
transition and the design of the model to return the correct wall-asymptotic y*3-variation of the
SGS viscosity. It offers therefore the same advantages as the Dynamic Smagorinsky-Lilly model, and
at the same time does not require an explicit (secondary) filtering. The constant C,, has been calib-
rated using freely decaying isotropic homogeneous turbulence: the default value is 0.5 and is
available in CFX-Pre.

2.5.1.3. Dynamic Smagorinsky-Lilly Model

Germano et al. [198] and subsequently Lilly [199] introduced a method for evaluating subgrid scale
model coefficients using information contained in the resolved turbulent velocity field, in order to
overcome the deficiencies of the Smagorinsky model. The model coefficient is no longer a constant
value and adjusts automatically to the flow type. The basic idea behind the model is an algebraic
identity, which relates subgrid scale stresses at two different filter widths. The filtering on the
smaller filter width is given implicitly by the mesh size, whereas the filtering on the larger filter
width requires the use of an explicit filtering procedure. Because it is required that the filter works
on unstructured meshes, a volume-weighted averaging of the variables from neighboring element
centers to the corresponding vertex is used.
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The so-called Germano identity reads:

Ly=Ti~{7;} (2:179)
where T;; represents the subgrid-scale (SGS) stress at scale A and T;; the SGS stress at scale {A}:
1;;=-pUU; U (2.180)
Tij= {pUU } { }_{ } (2.181)
{p}

and {...} denotes secondary filtering of a quantity with {A}>A.The stress formulated by turbulent
motions of scale intermediate between A and {A} reads:

Ly=Tij~{ij}=-{pUU }+ {pU}}% (2.182)

Although the Germano procedure can be applied with any SGS model, the Smagorinsky model has

been used to compute the SGS stresses at the different filtering levels:
6
Tij= 3 = Ti=Cap(24%Sj|S;) =Cym¥* (2.183)
6,]
T 3 Tkk_Cdp(z{A} |{Sl]}|{SI]}) CdmteSt (2.184)
Using the Germano identity one obtains:
5
Lij=Lij=3 L= C ™t~ {C dmf}gs} (2.185)

The resulting system of Equation 2.185 (p. 143) is over-determined and the coefficient C; appears
inside the secondary filter operation. In order to solve this system of equations, the error e;; associ-
ated with the Smagorinsky model is defined in the following way:

eij=Lij- Cdmte“+{C msgs} (2.186)

Lilly [199] applied a least square approach to minimize the error. The coefficient C; is taken out of
the filtering procedure. This leads to

C = LiM; (2.187)
47 M;;M;; '
My=miest—{m%*} (2.188)
Using the coefficient C, the eddy viscosity is obtained by:
b= PCA[S i (2.189)

The model coefficient C; obtained using the dynamic Smagorinsky-Lilly model varies in time and
space over a fairly wide range. To avoid numerical instability, a relaxation of C; in time is applied
and an upper and lower limit on the coefficient is imposed in the following way:

1. Lower bound in order to avoid negative viscosity:
C,=max (C,,c™"),cMin=0.0 (2.190)
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2. Upper bound:
C,=min (C,,C7™) (2.191)

3. Relaxation in time:

~n ~n-1
C,=aCy+(1-a)C, with «=0.01 (2.192)

Freely decaying isotropic homogeneous turbulence has again been used to calibrate CglaX.The

value of C?ax should be in the range of 0.04 to 0.09. The default value is 0.04 and can be specified
in CFX-Pre.

Note:

Density fluctuations are not accounted for in the current subgrid turbulence formulation
as they scale with the subgrid Mach number, which is small. For flows with strong
density variations, buoyancy effects are captured by the resolved large scales and not
modeled for the subgrid scales.

2.6.Detached Eddy Simulation Theory

This section outlines the theoretical details of the DES model in Ansys CFX. Details on setting up a DES
simulation and modeling advice are available. For details, see The Detached Eddy Simulation Model
(DES) in the CFX-Solver Modeling Guide.

Experience has shown that the use of LES in boundary layer flows at high Re numbers is prohibitively
expensive [57] and therefore not useful for many industrial flow simulations. On the other hand, turbulent
structures can be resolved in massively separated regions, where the large turbulent scales are of the
same dimension as the geometrical structure generating them (airfoil flaps, buildings, blunt trailing

edges on turbine blades). DES is an attempt to combine elements of RANS and LES formulations in order
to arrive at a hybrid formulation, where RANS is used inside attached and mildly separated boundary
layers. Additionally, LES is applied in massively separated regions. While this approach offers many ad-
vantages, it is clearly not without problems, as the model has to identify the different regions automat-
ically. DES models require a detailed understanding of the method and the mesh generation requirements
and should not be used as "black-box." You are advised to read the Ansys CFX technical report [55] on
the subject, which explains all details on mesh generation requirements, zonal formulation and

boundary conditions.

The Ansys CFX version of the DES model is based on the SST formulation. The advantage of this com-
bination is that the accurate prediction of turbulent boundary layers up to separation and in mildly
separated regions carries over from the SST model. In addition, the SST model supports the formulation
of a zonal DES formulation [56], which is less sensitive to mesh resolution restrictions than the standard
DES formulation, as proposed by Strelets [58]. Refer to the Ansys CFX technical report [55] for details.

2.6.1.SST-DES Formulation Strelets et al.

The idea behind the DES model of Strelets [58] is to switch from the SST-RANS model to an LES
model in regions where the turbulent length, L, predicted by the RANS model is larger than the

local mesh spacing. In this case, the length scale used in the computation of the dissipation rate in
the equation for the turbulent kinetic energy is replaced by the local mesh spacing, A.
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e=f kw=k?/ Liok? / (Cpgs &) for (Cpgs A<Le)
A=max(4);L,=(Vk )/ f w
The practical reason for choosing the maximum edge length in the DES formulation is that the

model should return the RANS formulation in attached boundary layers. The maximum edge length
is therefore the safest estimate to ensure that demand.

(2.193)

The DES modification of Strelets can be formulated as a multiplier to the destruction term in the k-
equation:

* * L
e=f kw—-B kwF with Fppc=max (—tl) (2.194)
B B DES DES Cpgs A
with Cpgs equal to 0.61, as the limiter should only be active in the k—& model region. The numerical

formulation is also switched between an upwind biased and a central difference scheme in the RANS
and DES regions respectively.

2.6.2.Delayed and Shielded DES-SST Model Formulation

Note:

The DDES and SDES models are not available in CFX.

The main practical problem with the DES formulation (both for the Spalart Allmaras and the standard
SST-DES model) is that there is no mechanism for preventing the limiter from becoming active in the
attached portion of the boundary layer. This will happen in regions where the 4, is less than the
boundary layer thickness. In this case, the flow can separate as a result of the mesh spacing (mesh-
induced separation), which is undesirable. The DES formulations reduce the impact of the DES term
inside the boundary layer. This is achieved by function fP, which protects the boundary layer. For

fp= 1, the original SST model is recovered; for f =0, the original DES model is utilized.

(1-£.).1) (2.195)

F =max
DES-CFX (CDE Aogs

There are several historic formulations for the function fP . Originally, the fP=F1 and fP=F2 blending
functions of the SST model were used [56]. Later, a specifically tuned function termed fDDES was added
[226].

Caz
fo=f ppps=1-tanh[ (Coyra) ]

VetV

r=——
47 \ad, [0.5(s%0?)

Where d,, is the wall distance, k=0.41 is the von Karman constant, and C;;=20.

(2.196)

fDDES is superseded by the Shielded DES function (SDES). The fSDES function offers essentially

asymptotic shielding under mesh refinement and is recommended (and also set as the default). This
function is unpublished and proprietary to Ansys.

In addition, the SDES model features an alternative definition of the mesh length scale:
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ADESEASDEs=maX('\/3 Vol rO-ZAmax) (2.197)

where Vol is the volume of the cell and 4,,,4 is its maximum edge length. Finally, for SDES, the
model coefficient is reduced to Cps=0.4. Both of these changes result in much reduced eddy viscosity
levels in detached shear layers and quicker "transition" from RANS to LES.

Figure 2.2: Eddy viscosity profiles for DDES and SDES models under mesh refinement (p. 146) shows
the effect of improved shielding on boundary layer flows. The parameter r is the local ratio of grid
spacing, 4, to boundary layer thickness, §. The grid spacing is A« for the DDES model and Agpgs

for the SDES model. Note, in the figure, that the range of r is much wider for SDES. Nevertheless, the
SDES model is able to preserve the RANS model eddy viscosity whereas the DDES model deteriorates
for values of r<0.2.

Figure 2.2: Eddy viscosity profiles for DDES and SDES models under mesh refinement
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2.6.3.Stress-Blended Eddy Simulation (SBES)

The following topics are discussed:
2.6.3.1.General Concept
2.6.3.2.Example

2.6.3.1.General Concept

Stress-Blended Eddy Simulation (SBES) is a hybrid RANS-LES turbulence model family. It allows dif-
ferent RANS and LES models to be combined, using a blending function to automatically switch
between them. The blending function is the exact same function as the shielding function of the
SDES model (Delayed and Shielded DES-SST Model Formulation (p. 145)). Starting from the SDES-
SST model (see Delayed and Shielded DES-SST Model Formulation (p. 145)), SBES adds an explicit
switch of the model to an existing algebraic LES model in the LES zone (meaning regions where

[ spps=0):
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The shielding function developed can be used in the following way for achieving a blending on
the stress level between RANS and LES formulations:

SBES RANS LES

where TRANS is the RANS portion and 7} is the LES portion of the modeled stress tensor. In cases

where both models are based on eddy V|scosity concepts, the formulation simplifies to:

SBES— RANS —_ LES
Ve _stEsvt +(1 fSDES)Vt (2.199)

Such a formulation is only feasible due to the strength of the shielding properties of the shielding

function fs bEs (@8 described in the previous section).

The main advantage of the SBES model is that it allows you to use a given LES model in the LES
portion of the flow, instead of relying on the LES capability of DES-like models. You can also use it
to visualize the regions where RANS and LES models are used, in order to check the consistency
of your setup. Finally, the SBES model allows you to have a rapid "transition" from RANS to LES in
separating shear layers.

In summary, the SBES model allows you to:
+ generically combine RANS and LES model formulations

+ clearly distinguish between the RANS and the LES regions based on the fSDES function

+ use a rapid "transition" from RANS to LES in separating shear layers, due to the low stress levels
enforced by the LES model

2.6.3.2.Example

The following example illustrates the application of the SDES and SBES models to a jet emanating
from a nozzle. Figure 2.3: The Computational Domain and Mesh for the Subsonic Jet Flow (p. 147)
shows the geometry and mesh. The round jet flow has been experimentally investigated by

Viswanathan [225] at a Mach number of M=0.9 and at a Reynolds number of Rep=1.3 x 10°, based
on the jet diameter D and on the bulk velocity at the nozzle exit U,. The computational mesh

consisted of 4.1 x 10° hexahedral cells.

Figure 2.3: The Computational Domain and Mesh for the Subsonic Jet Flow
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Figure 2.4: Iso-Surfaces of the Q-Criterion Colored with the Velocity Magnitude (p. 148) shows the
turbulence structures developing with the different models. The main goal of the hybrid RANS-LES
model is to "transition" as quickly as possible from the steady RANS mode into the scale resolving
three-dimensional LES mode.

As seen from Figure 2.4: Iso-Surfaces of the Q-Criterion Colored with the Velocity Magnitude (p. 148),
SBES and SDES provide a relatively rapid transition from the two-dimensional RANS to three-dimen-
sional LES structures. The fastest transition is achieved by the SBES formulation, followed by SDES.
DDES yields almost axisymmetric structures, which prevail for a noticeably longer distance from

the nozzle.

Figure 2.4: Iso-Surfaces of the Q-Criterion Colored with the Velocity Magnitude

SBES SDES

Figure 2.5: Distribution of the Mean (Left) and RMS (Right) Velocity along the Jet Centerline (p. 148)
shows the comparison with experimental data. The left plot shows the mean axial velocity along
the centerline of the jet; the right plot shows the corresponding streamwise RMS fluctuations. It is
clear from both comparisons that the agreement with the data improves with the model’s ability
to quickly switch into LES mode.

Figure 2.5: Distribution of the Mean (Left) and RMS (Right) Velocity along the Jet Centerline
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2.6.4.Discretization of the Advection Terms

Following Strelets [58], the zonal DES model switches from a second-order upwind scheme in the
RANS region to a central difference scheme in the LES region. The finite volume method approximates
the advection term in the transport equation for a generic variable ¢ as:

1 .
VopUgrg Izp:m,-p b, (2.200)

where ().y is the control volume value, the index ip denotes the integration points on the control
volume faces, rh,-p and ¢1.p are the mass flow and the transported variable value estimated at the in-
tegration point ip. The value of ¢ip is obtained by interpolating from the surrounding mesh nodes

according to the selected discretization scheme. Blending between the upwind-biased scheme and
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the central scheme is achieved by combining the corresponding interpolation values ¢)I.pU and ¢ipc

using the blending function o:

$=001, (1-0)¢,,c (2.201)
A specific form of the blending function o is taken from Strelets [58] with only minor changes:
0=0pmax-tanh( A") (2.202)
C Amax
L _£ (2.203)
turb™ Cu®
g=max (tanh(B'),10?)
0O max|(0S
B=Chz 43] (2.204)

ax(%'QZ 10‘10)

with A,.x being the maximum neighboring mesh edge, and the same constant values as in Strelets
[58]:
Omax=1,Cy1=3,Cy=1,Cyy3=2 (2.205)

Note:

For the SST-DES model, the blending function ¢ is additionally limited in order to prevent
the mesh-induced separation:

Oss7_pes=Mmax (0,BF1-F1,BF2-F2) (2.206)

where F1 and F2 are the first and second SST blending function F, and F, ([129]), respectively. BF1
and BF2 are blend factors and are used in order to select one of the two blending functions. The
default and the recommendation is to use the second SST blending function F2, therefore the corres-
ponding default values are BF1 = 0 and BF2 = 1.

A limiter based on the Courant-number has been developed in order to avoid oscillations due to the
central difference scheme, which can occur for medium and high Courant-numbers (this limiter is not
given in the original formulation of Strelets [58]). The blending function o is limited in the following
way:

(2.207)

olim=max | 0,1-min ( CFL

max CFLEXP
CFL ’1) ]

The default values of CFL™® and CFLEXP are 5.0 and 1.0, respectively.

The blending function, g, is available in CFD-Post and allows you to distinguish between the regions
in the flow where the advection-scheme is user-specified (upwind-biased) or the central difference
scheme is used. The corresponding variable name in CFD-Post is Bl endi ng Function for DES
nmodel .

According to Equation 2.201 (p. 149), the value of the variable is 1 to denote the user-specified advection
scheme and O for the central difference scheme. Therefore, a value of 1 typically denotes the RANS
region using an upwind-biased scheme and a value of O denotes the LES region using the central-
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difference scheme. However, if the choice of the user-specified advection scheme is central difference,
then the Bl endi ng Function for DES nodel returns a value of 1 everywhere.

For SDES and SBES models, the default value of constant Cpgg of Equation 2.203 (p. 149) is 0.4. This
constant is available in CFX-Pre as CCL parameter Csdes for Nuneri cal Bl endi ng.Reducing
the value of this constant results in lower weighting of the upwind-biased scheme.

2.6.5.Boundary Conditions

For LES simulations, unsteady fluctuations have to be specified in most cases at the inlet boundaries.
This greatly complicates the use of LES in industrial flows, as the details of these fluctuations are
generally not known. In DES simulations, it is in most cases possible to specify the same boundary
conditions as for the SST model. This is particularly true if the default setting of the zonal model are
used ([55]).

2.7.Scale-Adaptive Simulation Theory

The Scale-Adaptive Simulation (SAS) is an improved URANS formulation, which allows the resolution of
the turbulent spectrum in unstable flow conditions. The SAS concept is based on the introduction of
the von Karman length-scale into the turbulence scale equation. The information provided by the von
Karman length-scale allows SAS models to dynamically adjust to resolved structures in a URANS simu-
lation, which results in a LES-like behavior in unsteady regions of the flowfield. At the same time, the
model provides standard RANS capabilities in stable flow regions.

In recent years the turbulent length-scale equation has been revisited by Menter and Egorov [130]. It
was shown that the exact transport equation for the turbulent length-scale, as derived by Rotta [134],
does actually introduce the second derivative of the velocity field and thereby L, into the turbulent
scale equation. In Menter and Egorov [130], a two-equation turbulence model was presented using a
k-v, formulation, which can be operated in RANS and SAS mode. While the further development of
this model is still ongoing, it was considered desirable to investigate if the SAS term in the k-v, model
could be transformed to existing two-equation models. The target two-equation model is the SST
model and this leads to the formulation of the SST-SAS model.

The original version of the SST-SAS model (Menter and Egorov [131]) has undergone certain evolution
and the latest model version has been presented in Egorov and Menter [197]. One model change is the

use of the quadratic length scale ratio (L/L,,K)2 in the Equation 2.210 (p. 151) below, rather than the
linear form of the original model version. The use of the quadratic length scale ratio is more consistent
with the derivation of the model and no major differences to the original model version are expected.
Another new model aspect is the explicitly calibrated high wave number damping to satisfy the require-
ment for an SAS model that a proper damping of the resolved turbulence at the high wave number
end of the spectrum (resolution limit of the mesh) must be provided. In the following the latest model
version of the SST-SAS model (Egorov and Menter [197]) will be discussed, which is also the default
version in Ansys CFX.

The governing equations of the SST-SAS model differ from those of the SST RANS model [129] by the
additional SAS source term Q in the transport equation for the turbulence eddy frequency w:

apk g ak

W+a_x(pu k) P, - pcuka)+—[ ,u+o-k aX (2.208)
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ag_tw"a?( (PU “’)

a 2p 1 9k 9 (2.209)
= Pr-pBw+Q, + ax (H*%)a;)] (1-F )o_wa_a_w

where g, is the g, value for the k—¢ regime of the SST model.

The additional source term Qs 45 reads for the latest model version Egorov and Menter [1971:

2
2 L 2pk 1 dwdw 1 0k dk
pepS (LvK) -G 0, Max (a)z 0x; 0Xx;’ |? 0X; ax]-) ’ O] (2.210)

=max

QSAS

This SAS source term originates from a term

0

Uﬂj"”f”'()’ﬁ'()’”)/) dry

—00

in Rotta’s transport equation for the correlation-based length scale, see Menter and Egorov [130]. Because
the integral is zero in homogeneous turbulence, it should in general be proportional to a measure related

to inhomogeneity. The second velocity derivative U” was selected as this measure to ensure that the

”. . 2
integral alone is modeled to zero at a constant shear rate, thus leading to U ? and ultimately to (L/ka)
in the SAS source term (Equation 2.210 (p. 151)).

This model version (Egorov and Menter [197], Model Ver si on=2007) is used as default. In order to
recover the original model formulation (Menter and Egorov [131]), the parameter Model Ver si on
must be set to 2005 directly in the CCL:

FLU D MODELS:

TURBULENCE MODEL:
Model Version = 2005
Qption = SAS SST
END

END

The model parameters in the SAS source term Equation 2.210 (p. 151) are
,=351, 04=2/3, C=2

Here L is the length scale of the modeled turbulence
L=k /(c¥*w) (2.211)
and the von Karman length scale L given by
Lyx= |U| (2.212)

is a three-dimensional generalization of the classic boundary layer definition

Li=xU'(y)/U"(»)
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The first velocity derivative U'( y) is represented in L, by S, which is a scalar invariant of the strain

rate tensor §;;:
52\12511511, Sif:%

Note, that the same S also directly participates in QSAS (Equation 2.210 (p. 151)) and in the turbulence

U, AU,

a_Xj +a—xi (2.213)

production term Pk=ut52.
The second velocity derivative U”(y) is generalized to 3D using the magnitude of the velocity Laplacian:

(2.214)

As a result, L and L, are both equal to (k) in the logarithmic part of the boundary layer, where x¥=0.41
is the von Karman constant.

2
Beside the use of the quadratic length scale ratio (L/ka) , the latest model version provides for the
direct control of the high wave number damping. Two formulations are available:

1. The first formulation is the default and is realized by a lower constraint on the L value in the fol-
lowing way:

KS ng 1/3
= . = 2.215
e ) - oo o

L, x=max

This limiter is proportional to the mesh cell size A, which is calculated as the cubic root of the
control volume size ()-,. The purpose of this limiter is to control damping of the finest resolved
turbulent fluctuations. The structure of the limiter is derived from analyzing the equilibrium eddy
viscosity of the SST-SAS model. Assuming the source term equilibrium (balance between production
and destruction of the kinetic energy of turbulence) in both transport equations, one can derive the
following relation between the equilibrium eddy viscosity 1%, L, and S:

wi=p-(\((8/ ) -a)/ (2,) -LV,()Z-S (2216)

This formula has a similar structure as the subgrid scale eddy viscosity in the LES model by
Smagorinsky:

ues=p-(Cg8)"s

Therefore it is natural to adopt the Smagorinsky LES model as a reference, when formulating the
high wave number damping limiter for the SST-SAS model. The limiter, imposed on the L j value,
must prevent the SAS eddy viscosity from decreasing below the LES subgrid-scale eddy viscosity:

u‘;qz ,ufES (2.217)

Substitution of ‘u?q and ,u%ES in condition above (Equation 2.217 (p. 152)) results in the L j limiter

value used in Equation 2.215 (p. 152). Similar to LES, the high wave number damping is a cumulative
effect of the numerical dissipation and the SGS eddy viscosity. The model parameter C has been
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calibrated using decaying isotropic turbulence. The default value of Cs is 0.11, which provides nearly
the same energy spectrum as the Smagorinsky LES model.

2. The second formulation limits the eddy viscosity directly:
p,=max (quS,ugES) (2.218)

The LES-WALE model is used for the calculation of the LES eddy viscosity ,uéES because this model

is suitable for transitional flows and does not need wall damping functions. This limiter can be turned
on by setting the expert parameter | i mt sas eddy viscosity = t.The limiter (Equa-

tion 2.215 (p. 152) is then automatically turned off. The default value for the WALE model coefficient
is 0.5 and can be specified by the expert parameter | i mt sas eddy viscosity coef=0.5.

Similar to the DES formulation, the SAS model also benefits from a switch in the numerical treatment
between the steady and the unsteady regions. In DES, this is achieved by a blending function as proposed
by Strelets [58], which allows the use of a second order upwind scheme with the CFX-Solver in RANS
regions and a second order central scheme in unsteady regions. The blending functions are based on
several parameters, including the mesh spacing and the ratio of vorticity and strain rate, as explained
below.

2.7.1.Discretization of the Advection Terms

The discretization of the advection is the same as that for the SST-DES model, beside the fact that
no RANS-shielding is performed for the SAS-SST model. For details, see Discretization of the Advection
Terms (p. 148).

2.8. Modeling Flow Near the Wall

This section presents the mathematical details of how flow near to a no-slip wall is modeled in Ansys
CFX. An introduction to near-wall flow, modeling details and guidelines on using wall functions are
presented. For details, see Modeling Flow Near the Wall in the CFX-Solver Modeling Guide.

2.8.1. Mathematical Formulation

The wall-function approach in Ansys CFX is an extension of the method of Launder and Spalding [13].
In the log-law region, the near wall tangential velocity is related to the wall-shear-stress, 7, by means
of a logarithmic relation.

In the wall-function approach, the viscosity affected sublayer region is bridged by employing empir-
ical formulas to provide near-wall boundary conditions for the mean flow and turbulence transport
equations. These formulas connect the wall conditions (for example, the wall-shear-stress) to the de-
pendent variables at the near-wall mesh node, which is presumed to lie in the fully-turbulent region
of the boundary layer.

The logarithmic relation for the near wall velocity is given by:

U
w=gt =1 In(y*)+C (2219)

where:
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y+=% (2.220)
Ty 1/2
u=(%) (2.221)

u " is the near wall velocity, u, is the friction velocity, U , is the known velocity tangent to the wall

at a distance of Ay from the wall, y * is the dimensionless distance from the wall, T,, is the wall shear
stress, K is the von Karman constant and C is a log-layer constant depending on wall roughness
(natural logarithms are used).

A definition of Ay in the different wall formulations is available in Solver Yplus and Yplus (p. 155).

2.8.1.1.Scalable Wall Functions

Equation 2.219 (p. 153) has the problem that it becomes singular at separation points where the
near wall velocity, U , approaches zero. In the logarithmic region, an alternative velocity scale, u*

can be used instead of u;:
u=CY *k"* (2.222)

This scale has the useful property that it does not go to zero if U ; goes to zero. Based on this
definition, the following explicit equation for u; can be obtained:

L 2223
U,=—"—""5" .
“Thlr)ec (2.223)
The absolute value of the wall shear stress t,,, is then obtained from:
TH=p U U; (2.224)
where:
y=(puAy)/ u (2.225)

* . . .
and u is as defined earlier.

One of the major drawbacks of the wall-function approach is that the predictions depend on the
location of the point nearest to the wall and are sensitive to the near-wall meshing; refining the
mesh does not necessarily give a unique solution of increasing accuracy (Grotjans and Menter [10]).
The problem of inconsistencies in the wall-function, in the case of fine meshes, can be overcome
with the use of the Scalable Wall Function formulation developed by Ansys CFX. It can be applied
on arbitrarily fine meshes and allows you to perform a consistent mesh refinement independent

of the Reynolds number of the application.

The basic idea behind the scalable wall-function approach is to limit the y " value used in the log-
arithmic formulation by a lower value of y'=max (y*,l 1.06] where 11.06 is the value of y ~ at the

intersection between the logarithmic and the linear near wall profile. The computed ¥ is therefore
not allowed to fall below this limit. Therefore, all mesh points are outside the viscous sublayer and
all fine mesh inconsistencies are avoided.

The boundary condition for the dissipation rate, €, is then given by the following relation, which
is valid in the logarithmic region:
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. 34
SRS, (2.226)

YyHu

It is important to note the following points:
+ To fully resolve the boundary layer, you should put at least 10 nodes into the boundary layer.

+ Do not use Standard Wall Functions unless required for backwards compatibility.

+ The upper limit for y ™ is a function of the device Reynolds number. For example, a large ship

may have a Reynolds number of 10° and y * can safely go to values much greater than 1000. For
lower Reynolds numbers (for example, a small pump), the entire boundary layer might only extend

to around y * = 300. In this case, a fine near wall spacing is required to ensure a sufficient number
of nodes in the boundary layer.

If the results deviate greatly from these ranges, the mesh at the designated Wall boundaries will
require modification, unless wall shear stress and heat transfer are not important in the simulation.

In most turbulent flows the turbulence kinetic energy is not completely zero and the definition for
u* given in Equation 2.222 (p. 154) will give proper results for most cases. In flows with low free
stream turbulence intensity, however, the turbulence kinetic energy can be very small and lead to
vanishing u* and therefore also to vanishing wall shear stress, If this situation happens, a lower
limiter can be applied to u* by setting the expert parameter “ustar linmiter =t~ u* will
then be calculated using the following relation:

u*=max (C;/4\/I:,Coef-Ut 57*) (2.227)

The coefficient used in this relation can be changed by setting the expert parameter “ust ar
limter coef “.The default value of this parameter is 0.01.

2.8.1.2.Solver Yplus and Yplus

In the solver output, there are two arrays for the near wall y* spacing. The definition for the Yplus
variable that appears in the post processor is given by the standard definition of y* generally used

in CFD:
. \VTw/ p-An (2.228)
\%

where An is the distance between the first and second mesh points off the wall.

In addition, a second variable, Solver Yplus, is available and contains the y* used in the logarithmic
profile by the solver. It depends on the type of wall treatment used, which can be one of three
different treatments in Ansys CFX.They are based on different distance definitions and velocity
scales. This has partly historic reasons, but is mainly motivated by the desire to achieve an optimum
performance in terms of accuracy and robustness:

+ Standard wall function (based on Ay=An /4)
+ Scalable wall function (based on Ay=An /4)

+ Automatic wall treatment (based on A y=An)
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The scalable wall function y * is defined as:

yr=max(y"11.06) y=4An/% (2.229)

and is therefore based on 1/4 of the near wall mesh spacing.

Note that both the scalable wall function and the automatic wall treatment can be run on arbitrarily
fine meshes.

2.8.1.3. Automatic Near-Wall Treatment for Omega-Based Models

While the wall-functions presented above enable a consistent mesh refinement, they are based on
physical assumptions that are problematic, especially in flows at lower Reynolds numbers (Re<70

), as the sublayer portion of the boundary layer is neglected in the mass and momentum balance.
For flows at low Reynolds numbers, this can cause an error in the displacement thickness of up to
25%. It is therefore desirable to offer a formulation which will automatically switch from wall-functions
to a low-Re near wall formulation as the mesh is refined. The k—w model of Wilcox has the advantage
that an analytical expression is known for w in the viscous sublayer, which can be exploited to
achieve this goal. The main idea behind the present formulation is to blend the wall value for w
between the logarithmic and the near wall formulation.

The automatic wall treatment allows a consistent y * insensitive mesh refinement from coarse
meshes, which do not resolve the viscous sublayer, to fine meshes placing mesh points inside the
viscous sublayer. Note that for highly accurate simulations, like heat transfer predictions, a fine

mesh with y © around 1 is recommended.

The flux for the k-equation is artificially kept to be zero and the flux in the momentum equation is
computed from the velocity profile. The equations are as follows:

Flux for the momentum equation, F

Fy=-pu, u (2.230)

with:

4
_«[ [2|AU * 2231
“*‘\/(\/p| Ay H (k) .
=)+ () (2232
where
-
and
log — u

i 1/klog (y*)+C

Flux for the k-equation:
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F,=0 (2.233)

In the w-equation, an algebraic expression is specified instead of an added flux. It is a blend between
the analytical expression for w in the logarithmic region:
u* 1

WETKYy~=a,Kv % (2.234)
and the corresponding expression in the sublayer:
W -—6v_ (2.235)
s 2 .
Bay)

with Ay being the distance between the first and the second mesh point. In order to achieve a
smooth blending and to avoid cyclic convergence behavior, the following formulation is selected:

o=, |1+ (g3 ) (2.236)

While in the wall-function formulation, the first point is treated as being outside the edge of the
viscous sublayer; in the low-Re mode, the location of the first mesh point is virtually moved down
through the viscous sublayer as the mesh is refined. Note that the physical location of the first
mesh point is always at the wall (y = 0. However, the first mesh point is treated as if it were A y
away from the wall. The error in the wall-function formulation results from this virtual shift, which
amounts to a reduction in displacement thickness. Also, at very low Reynolds numbers this shift
becomes visible when the solution is compared with a laminar calculation, because the shift is not
needed in the laminar near wall treatment. This error is always present in the wall-function model.
The shift is based on the distance between the first and the second mesh point A y =y, -y, with

y being the wall normal distance.

2.8.1.4.Treatment of Rough Walls

The near wall treatment that was discussed above (Scalable Wall Functions, Automatic Wall Treat-
ment) is appropriate when walls can be considered as hydraulically smooth. Surface roughness can
have a significant effect on flows of engineering interest. Surface roughness typically leads to an
increase in turbulence production near the wall. This in turn can result in significant increases in
the wall shear stress and the wall heat transfer coefficients. For the accurate prediction of near wall
flows, particularly with heat transfer, the proper modeling of surface roughness effects is essential
for a good agreement with experimental data.

Wall roughness increases the wall shear stress and breaks up the viscous sublayer in turbulent flows.
The figure below (Figure 2.6: Downward Shift of the Logarithmic Velocity Profile (p. 158)) shows the
downward shift in the logarithmic velocity profile:

w=11n(y*)+B-AB (2.237)

where B=5.2. The shift AB is a function of the dimensionless roughness height, h’, defined as
h'=hu.[v.
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Figure 2.6: Downward Shift of the Logarithmic Velocity Profile
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For sand-grain roughness, the downward shift can be expressed as:

AB=1n (1+0.3#) (2.238)
It has been shown that a technical roughness, which has peaks and valleys of different shape and
size, can be described by an equivalent sand-grain roughness ([113], [77]). The corresponding picture

is a wall with a layer of closely packed spheres, which have an average roughness height h, (see
Figure 2.7: Equivalent Sand-Grain Roughness (p. 158)):

Figure 2.7: Equivalent Sand-Grain Roughness

Y

Guidance to determine the appropriate equivalent sand-grain roughness height can be obtained
from White [14], Schlichting [77] and Coleman et al. [193].

Depending on the dimensionless sand-grain roughness h;, three roughness regimes can be distin-
guished:

« hydraulically smooth wall : 0sh;<5
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« transitional-roughness regime: 5<h;<70

« fully rough flow: h5>70

The viscous sublayer is fully established near hydraulically smooth walls. In the transitional roughness
regime the roughness elements are slightly thicker than the viscous sublayer and start to disturb
it, so that in fully rough flows the sublayer is destroyed and viscous effects become negligible.

From the picture of the sand-grain roughness (note that Figure 2.7: Equivalent Sand-Grain Rough-
ness (p. 158) shows a two-dimensional cut of a three-dimensional arrangement), it can be assumed
that the roughness has a blockage effect, which is about 50% of its height. The idea is to place the
wall physically at 50% height of the roughness elements:

y=max (y,hs/2) (2.239)
This gives about the correct displacement caused by the surface roughness.

2.8.1.4.1.Rough Wall Treatment for Turbulence Models Based on the Dissipation
Equation

The Scalable Wall Function approach neglects the viscous sublayer and limits the value used in
the logarithmic formulation by a lower value of y*=max (y*,11.06) (Equation 2.229 (p. 156)).
This limiter must be combined with the formulation Equation 2.239 (p. 159) for the rough wall
treatment and reads:

yr=max (y*,hs/2,11.06) (2.240)

2.8.1.4.2. Automatic Rough Wall Treatment for Turbulence Models Based on the
Omega Equation

The automatic wall treatment works well for smooth walls and has been extended for rough
walls. However, any calibration of the model coefficients has to be performed for both y* and

h; and is therefore more complex than for smooth walls. As outlined above, the viscous sublayer

gets more and more disturbed with increasing values of h; until it is destroyed in fully rough
flows. Therefore, a blending between the viscous sublayer and the logarithmic region is not

physical for large values of h;.This fact supports the idea of placing the wall physically at 50%
height of the roughness elements. Due to this shift, the viscous sublayer formulation has only an

influence for small values of A in the automatic near wall treatment for rough walls. The blending
between the viscous sublayer formulation and the wall function is described in detail in the report
Lechner and Menter [194].

Because the automatic wall treatment works together with the transition model, it is the default
rough wall treatment. This default Automatic setting for the Wall Function option can be set

on the Fluid Models tab of the Domain details view in CFX-Pre. The CFX-Solver checks internally
if a roughness height has been specified for a wall and then uses the proper wall treatment: when
a roughness height exists, then the automatic rough wall treatment is used, otherwise the auto-
matic smooth wall treatment.

2.8.1.4.3.Transition and Rough Walls

If the two-equation transition model (Gamma Theta Model) is used together with rough walls,
then the option Roughness Correlation must be turned on in CFX-Pre on the Fluid Models tab
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in order to take the roughness effects into account in the transition model. Setting the sand-grain
roughness height at a wall alone is not sufficient. The roughness correlation requires the geometric
roughness height as input parameter because it turned out that for the transition process from
laminar to turbulent flow, the geometric roughness height is more important than the equivalent
sand-grain roughness height. The correlation is defined as

Re Ot,rough= li‘eeff( h) (2.241)

where the function f depends on the geometric roughness height h. This function is proprietary
and therefore not given in this documentation. Re g¢ougn: is then used in the correlations for

Fiengen and Re 4. (Equation 2.150 (p. 132) and Equation 2.151 (p. 132)) instead of Rey,, which rep-
resents the transition momentum thickness Reynolds number (for details, see Ansys CFX Laminar-
Turbulent Transition Models (p. 128)). In other words the roughness effect is taken into account
by using a modified transition momentum thickness Reynolds number in the correlations for
Fiengen and Re ..

Consequently the shift in Equation 2.239 (p. 159) was redefined as the minimum of either the
geometric roughness height h or the sand grain roughness height hg as follows:

y=max (y,0.5-min (h,h)) (2.242)
2.8.1.4.4.Wall Function Approach for Omega-Based Turbulence Models

The fact that the viscous sublayer is lost very quickly with increasing h; suggests to neglect the
viscous sublayer in the formulation of a near wall treatment for rough walls and leads to a second
rough wall treatment for w-based turbulence models. It should only be used if you know that

the influence of the viscous sublayer can be neglected (h; > 70) and if the flow is fully turbulent.
It can only be enabled by extracting the CCL and changing the Wall Function from Aut omat i ¢
to Scal abl e.

Then scalable wall functions are used both for smooth and rough walls for the w-based turbulence
models. The idea is comparable to the scalable wall function approach for the k- model, where
the first mesh point is shifted to the edge of the viscous sublayer and only the relations of the
logarithmic region are used to derive the boundary conditions. In order to avoid a negative log-
arithm in the logarithmic law of the wall, a lower value of 11.06 is defined in the following manner:

y*=max (y*,h;/2,11.06) (2.243)

where y*=pu*Ay/u.

It should be noted that this value is smaller than the lower limit in the scalable wall functions of
the k—¢ model because for rough walls, the log layer extends to smaller values of y*. Because
the scalable wall function approach neglects the viscous sublayer, the diffusion coefficients in
the Navier-Stokes and turbulence transport equations must no longer be computed as the sum
of the laminar and turbulent viscosity. Instead the maximum value of the both is used. In the
momentum equation for example the effective viscosity will be computed as

Mo p=Mmax (,u,uT) (2.244)

Note that the logarithmic layer formulation is only correct if the molecular viscosity is not included
in the equations. This is ensured by the above formulation.
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2.8.1.4.5.Treatment of the SST Model for Icing Simulations

An additional model, H gh Roughness (I ci ng), is available for the SST model. This model
is primarily designed and tested for icing applications. However it may also be useful for other

applications in which the boundary layer is fully resolved and there is surface roughness that is
large relative to the near-wall mesh.

Note:

The Hi gh Roughness (I ci ng) model requires that the near-wall mesh is fine
enough to fully resolve the boundary layer.

The model is based on the concept of non-zero eddy viscosity on the wall. It is estimated by
modeling the wall values of k and w in accordance with the Colebrook correlation by Aupoix
[230]. Because the roughness effect is strong, the turbulent viscosity should be large compared
to the laminar viscosity at the wall. Specifically, Aupoix proposed the following formulations to

compute the non-dimensional k and w on a wall k},,, w}, [230]:

h; + +
+ 1 In 35 hg hg
k,=max {0, \/,F tanh (_ln 10 +1-tanh 125 )tanh 125 ” (2.245)
-1
300 15 191 i
= -7 = | 1-€l-250 2.246
w}, h:z (tanh A ) + i [ e( 250]] ( )
where [3*=0.09 is a standard constant in the SST model, and y* and h; are defined as:
fz_P“de (2.247)
+_puzh
H=5 (2.248)
Therefore, all the wall values of k and w are known:
kw=f, (uz k) =kou? (2.249)
T
0u= 1, (uz,w,) =P (2.250)

No wall shift (like Equation 2.239 (p. 159)) is performed for this model.

2.8.1.5.Heat Flux in the Near-Wall Region

Heat flux at the wall can be modeled using the scalable wall function approach or the automatic
wall treatment. Using similar assumptions as those above, the non-dimensional near-wall temper-
ature profile follows a universal profile through the viscous sublayer and the logarithmic region.

The non-dimensional temperature, T *, is defined as:

Pt (Tw‘ Tf) (2.251)
4y
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where T, is the temperature at the wall, T ¢ the near-wall fluid temperature, ¢ , the fluid heat ca-
pacity and q ,, the heat flux at the wall. The above equation can be rearranged to get a simple
form for the wall heat flux model:
pepu
9="7"

(T.,-T/) (2252)

Turbulent fluid flow and heat transfer problems without conjugate heat transfer objects require the
specification of the wall heat flux, g ,,, or the wall temperature, T ,,. The energy balance for each
boundary control volume is completed by multiplying the wall heat flux by the surface area and
adding to the corresponding boundary control volume energy equation. If the wall temperature is
specified, the wall heat flux is computed from the equation above, multiplied by the surface area
and added to the boundary energy control volume equation.

2.8.1.5.1.Scalable Wall Functions

For scalable wall functions, the non-dimensional temperature profile follows the log-law relation-
ship:

T*=2.121n (y*)+p (2.253)
where y* is defined in Equation 2.229 (p. 156) and f8 is computed from Equation 2.255 (p. 162).
2.8.1.5.2. Automatic Wall Treatment
For the automatic wall function, the thermal boundary layer is modeled using the thermal law-
of-the-wall function of B.A. Kader [15]. Then, the non-dimensional temperature distribution is

modeled by blending the viscous sublayer and the logarithmic law of the wall. This can be
modeled as:

T*=Pr y* e-N)+[2.12In(y*) +B] e/ 1) (2.254)
where:
p=(3.85Prv3-1.3) +2.121n(Pr) (2.255)
_0.01(Pry) (2.256)
1+5Pr y*
Pr is the fluid Prandtl number, given by:
pr=b2 (2.257)

where A is the fluid thermal conductivity.
2.8.1.5.3. Effect of Rough Walls

It can be shown for a flat plate with heat transfer that the wall heat flux is under-predicted if the
logarithmic law of the wall for the temperature is used in the form which has been derived for
smooth walls. Based on the idea that for Pr =Pr,=1.0 the velocity and temperature logarithmic
laws of the wall are the same for smooth walls, the logarithmic law of the wall for the temperature
has been extended in a similar way as the one for the velocity to account for the wall roughness
effect. But instead of the roughness height Reynolds number h;, the formulation is based on

Pr H; due to the influence of the Prandtl number that has already been accounted for in the
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smooth wall formulation. A calibration constant has been introduced because the Kader logarithmic
law of the wall is not strictly identical with the velocity log law for Pr =Pr,=1.0. It should also

be noted that roughness elements introduce pressure-drag on the sides of the elements, which

is not present in the thermal formulation. The coefficient by which the thermal layer has to be
shifted is therefore expected to be smaller than one. The shift has been introduced in the rough
wall treatment of both € and w-based turbulence models. The modification of the logarithmic

law of the wall for the temperature reads:

2
Tig=2.12In (Pr-y)+(3.85Pr /3-1.3) - ABy, (2.258)
where
ABy;=(1/0.41)In (1+C0.3Pr k)

The coefficient C has been calibrated using the experimental data of Pimenta et al. [195] for a
flat plate with heat transfer. The experiment was performed with air as fluid and it has been
shown, that a value of 0.2 is a good choice in this case (Lechner and Menter [194]). Therefore the
default value of C is 0.2. This coefficient is called Energy Calibration Coefficient and can be
changed in the CCL if necessary in the following way:

FLU D MODELS:

TURBULENCE MODEL:
Option = SST
END
TURBULENT WALL FUNCTI ONS:
Option = Automatic
Energy Cal i bration Coefficient = 0.2
END

END

If the wall function approach for w-based turbulence models is used, two additional points have
to be considered.

1. Similar to Equation 2.243 (p. 160) a lower limit for Pr - y*, which appears in the equation of T,
has been introduced. A value of 11.06 was chosen as lower limit:

Pr-y*=max (Pr-y*,11.06) (2.259)

2. Because the scalable wall function approach neglects the viscous sublayer, the following rela-
tion is automatically used to compute the effective conductivity A.ff:

Aeps=max (1,17) (2.260)

2.8.1.5.4.Treatment of Compressibility Effects

With increasing Mach number (Ma > 3, the accuracy of the wall-functions approach degrades,
which can result in substantial errors in predicted shear stress, wall heat transfer and wall temper-
ature for supersonic flows.

It has been found that the incompressible law-of-the-wall is also applicable to compressible flows
if the velocity profile is transformed using a so-called "Van Driest transformation” [16]. The logar-
ithmic velocity profile is given by:
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U *
e 1n(yvy )+c (2.261)

/2
where UF(TW / pw) ,vt=u(y/ vy,), k =0.47and C = 5.2 The subscript w refers to wall

conditions, and the subscript "comp" refers to a velocity defined by the following equation
(transformation):

1
2
Ucompz_“(pﬂ) du (2.262)
w
Near a solid wall, the integrated near-wall momentum equation reduces to:
=T, (2.263)
while the energy equation reduces to:
q=q,*Uty (2.264)

Expressions for shear stress and heat flux applicable to the boundary layer region are:
aUu

T=U, a_y (2.265)
and
__[(HEr)\(ar
o=-(%:)(35) 2269

If Equation 2.263 (p. 164), Equation 2.265 (p. 164) and Equation 2.266 (p. 164) are substituted into
Equation 2.264 (p. 164) and integrated, the resulting equation is:
Preq,U pr.U
T=TW_ Cp Tw - ZCp

(2.267)

which provides a relationship between the temperature and velocity profiles. Using the perfect
gas law, and the fact that the pressure is constant across a boundary layer, Equation 2.267 (p. 164)
replaces the density ratio found in Equation 2.262 (p. 164). Performing the integration yields the
following equation for the "compressible" velocity:

mep:\/E [asin(ALDU)—asin(%)] (2.268)

where:
A=q,/ Ty (2.269)
B=(2¢,T,)/ (Pr,) (2.270)

D:\’AZ+B (2.271)

The above derivation provides most of the equations necessary for the implementation of wall-
functions that are applicable to compressible flows. These wall-functions are primarily implemented
in two locations in Ansys CFX: hydrodynamics and energy. First, consider the implementation in

the hydrodynamics section. The equation for the wall-shear-stress is obtained after a slight re-
arrangement of Equation 2.261 (p. 164):

w___uw
P T Ueomp (2.272)
k v

164

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates.



Modeling Flow Near the Wall

This is similar to the low speed wall-function, except that U ,,, Nnow replaces U. The Van Driest

transformation given by Equation 2.268 (p. 164), must now be performed on the near wall velocity.
In the implementation, Equation 2.268 (p. 164) is re-written in the following form:

]1/2 asin( B+Ec )—asin( B )] (2.273)

1/2 2 T
(Be)eom=| Pr; T

D’ D

where:

U= Cﬁ/4k1/2

(2.274)

*

%=1+PrtB +%EC
This completes the wall-function modifications for the hydrodynamics.

The relationship between wall heat transfer, near wall velocity and near wall temperature is given
by Equation 2.267 (p. 164) (and also in rearranged form after Equation 2.273 (p. 165): the equation

for T\, /7. A dimensionless variable, 8", can be defined as:

6'=pr, L (2.275)
and hence:
. cp U* Pr. U’
0 =prt%=pqlv’v [TW_T_ ztcp ] (2.276)

From Equation 2.276 (p. 165) it is clear that knowing 6", the near wall velocity, the near wall
temperature and the wall heat transfer, the wall temperature can be calculated (if instead the

wall temperature is known, then the wall heat transfer is calculated). Before proceeding, it is in-
structive to consider the equation that is used in Ansys CFX for low Mach number heat transfer.
The equation is subsequently modified for use at higher Mach numbers. This unmodified equation
is given by:

0'=(Pru;) eT+(Pr,U;) eV T (2.277)
where:
U=y* (2.278)
ngpirt (2.121n(y*)+8) (2.279)
r=f(pry*) (2.280)
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p=£pr) (2.281)

It can be seen that this equation blends between the linear and logarithmic near wall regions,
and hence is more general than just using the logarithmic profile that is implied by Equa-

tion 2.275 (p. 165). Equation 2.277 (p. 165) has been extended for use in the compressible flow re-
gime by interpreting the linear and logarithmic velocity profiles given above as "compressible"
or Van Driest transformed velocities:

Ucomp1=y* (2.282)

U;,mpfpirt (2.12In(y*)+pB) (2.283)

This change is consistent with Equation 2.261 (p. 164). The "untransformed" velocities required by
Equation 2.277 (p. 165) can be obtained by applying the inverse Van Driest velocity transformation
to these "compressible" velocities. The inverse transformation is given by:

U= sin(R Ulomp) ~H(1-cos(R Utomp)) (2.284)

where:

R=(w)/ (\B) (2.285)

H=A/ (u) (2.286)

and A and B are defined following Equation 2.268 (p. 164) above. The reverse transformed velocities
obtained from Equation 2.284 (p. 166) are substituted into Equation 2.277 (p. 165) to obtain the

value of @". Either the wall heat transfer or the wall temperature can then be obtained from
Equation 2.276 (p. 165).

The Van Driest transformation described above is used when High Speed (compressible) Wall
Heat Transfer Model is selected in CFX-Pre, in the Domain details view:

« On the Fluid Models tab, under Turbulence, or

« For a multiphase case with a fluid-specific turbulence model, on the Fluid Specific Models
tab.

This option is available only in combination with the Total Energy heat-transfer model.

2.8.1.6. Additional Variables in the Near Wall Region

The treatment of additional scalar variables in the near wall region is similar to that for heat flux.
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Chapter 3: GGl and MFR Theory

This chapter provides an overview of the numerical methods used for GGI (general grid interface) in
CFX.

A control surface approach is used to perform the connection across a GGl attachment or periodic
condition. A physically based intersection algorithm is employed to provide the complete freedom to
change the grid topology and physical distribution across the interface.

A general intersection algorithm permits connections to be successfully made, even when the resultant
surfaces on either side of an interface do not physically "fit" together to form a well defined physical
connection. In addition, an automatic surface trimming function is performed by the GGI algorithm, to
account for mismatched surface extent. This means that a GGl attachment or periodic condition can

be successfully defined where the surface on one side of the interface is larger (in extent) than the
surface on the other side of the interface. The interface is constructed between the overlapping regions
of the two sides of the interface.

Multiple Frames of Reference (MFR) allows the analysis of situations involving domains that are rotating
relative to one another. For CFX, this feature focuses on the investigation of rotor/stator interaction for
rotating machinery. Because MFR is based on the GGI technology, the most appropriate meshing style
may be used for each component in the analysis.

When using a Reynolds stress turbulence model (see Reynolds Stress Model in the CFX-Solver Manager
User's Guide) the contribution of the Reynolds stresses to the momentum equations at GGl interfaces
is approximated by an eddy viscosity approach. This approximation influences only the discretization
of the control volumes along the interface and is expected to be justifiable compared to the other ap-
proximations at the interface.

This chapter describes:
3.1.Interface Characteristics

3.2.Numerics

3.1.Interface Characteristics

The numerical algorithms employed, as well as the control surface treatment of the numerical fluxes
across the interface, are designed and implemented in such a way as to provide for maximum robustness
and accuracy. The treatment of the interface fluxes is fully implicit and fully conservative in mass, mo-
mentum, energy, scalars, and so on. This means that the multigrid solver can be applied directly, without
any penalty in terms of robustness or convergence rate, to problems involving GGI conditions. Each of
the different types of GGl interfaces have the following attributes:

1. Strict conservation is maintained across the interface, for all fluxes of all equations (after accounting
for changes in pitch).
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2. The interface treatment is fully implicit, so that the presence of an interface does not adversely
affect overall solution convergence.

3. The interface is applicable to incompressible, subsonic, transonic and supersonic flow conditions,
and all model options within CFX (for example, turbulence models, multiphase models, mixture
models, CHT, reaction, and so on).

4. The interface accounts internally for pitch change by scaling up or down (as required) the local
flows as they cross the interface, for the case of frame change interfaces.

5. Any number of GGI connection conditions are possible within a computational domain.

The surface fluxes along each side of the interface are discretized in terms of nodal dependent variables,
and in terms of control surface equations and control surface variables.

3.2. Numerics

If the case is transient rotor-stator, then the current relative position of each side of a sliding interface

is first computed at the start of each timestep. Each frame change model then proceeds by discretizing
the surface fluxes along each side of the interface in terms of nodal dependent variables, and in terms
of control surface equations and control surface variables. Each interface surface flow is discretized using
the standard flux discretization approach, but employs both the nodal dependent variables on the

local side of the interface and control surface variables on the interface region. Balance equations

within the interface region are generated for the interface variables from the flux contributions from
both sides of the interface. These equations are called control surface equations (different from control
volume equations) because they enforce a balance of surface flows over a given surface area.

In detail, the GGI connection condition is implemented as follows:

1. Define regions within the interface where the fluxes must balance: control surfaces. Within each
control surface, identify new dependent variables. These are called interface variables. For a Stage
(Mixing-Plane) interface, the balance is across the entire interface in the direction of rotation, with
as many control surfaces perpendicular to the direction of rotation as the grid permits. For all
other interfaces, the control surface balance is at the resolution of the interface grid.

2. Evaluate the fluxes at each interface location, by visiting all control volumes with surfaces exposed
to the interface. Evaluate the surface flows using the “standard' approach taken for all interior flux
evaluations for advection, diffusion, pressure in momentum, and mass flows. Use a combination
of nodal dependent variables and the interface variables in these evaluations. For example consider
advection; if the flow is into the interface control volume, the advected quantity is equated to the
interface variable. If the flow is out of the interface control volume, the advected quantity is equated
to the local nodal control volume variable. Below is a summary of all common flux discretizations
at the interface:

« Advection: Mass out is connected to the upstream (nodal) values, and mass in is connected to
upstream (control surface) values.

+ Diffusion: A diffusion gradient is estimated using the regular shape function based gradient
coefficients, but all dependence of the gradient estimate on nodes on the interface are changed
to a dependence on interface variables.
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+ Pressure in momentum: Evaluated using local nodal and control surface pressures and shape
function interpolations.

+ Local pressure gradient in mass redistribution: This gradient is estimated using the regular
shape function based gradient coefficients, but all dependence of the gradient estimate on
nodal pressure on the interface is in terms of the interface pressure variable.

When a face is in contact with more than one control surface balance equation, discretize the fluxes
at each integration point location in terms of generic interface unknowns, evaluate the flux N times
(where N is the number of control surfaces in contact with the face), each time using a different
control surface variable and applying a weighting factor to the flow based on an “exposed fraction'
basis. Each partial flow is accumulated in the control volume equation and in the relevant control
surface equation.

Include each surface flow evaluation in two places: once in the interface control volume equation,
and once in the adjacent control surface equation. Once all interface surfaces have been visited,
the resulting equation set is as follows:

«+ All interface control volume equations are complete. Each equation has coefficients to the usual
neighboring nodal variables, as well as to interface variables.

« All control surface equations are now complete. Each equation has coefficients to local interface
variables as well as to nodal variables.

Solve the linear equation set to yield values of all nodal variables (from the control volume equations)

and all interface variables (from the control surface equations).
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Chapter 4:Transient Blade Row Modeling Theory

Note:

For terminology and abbreviations used in this document, please refer to Transient Blade
Row Modeling Terminology in the CFX-Solver Modeling Guide.

Transient blade row flow can be modeled using the Transient Rotor Stator frame change model. However,
transient turbomachinery flow calculations are computationally demanding because they often require
modeling the entire turbomachine geometry due to the unequal number of blades from one row to
another. In order to reduce the computational effort (resulting in a faster calculation) the problem setup
can be made on a reduced model of the turbomachine. This model reduction can be accomplished if
pitch-change methods such as PT, TT, or FT are used. The reduction in size of the computational domain
reduces memory requirements (by a factor of 1/number of passages) and results in faster solution
convergence to a steady-periodic state.

In addition, the time-marching solution methods are traditionally used to obtain the final steady-peri-
odic state. Time marching methods require integration over several blade passing periods before the
solution reaches steady-periodic conditions. The integration of the transient periodic flow can be further
accelerated by solving the flow problem using the Harmonic Analysis (HA) method. This chapter intro-
duces the Ansys CFX pitch-change methods for transient blade row modeling the Harmonic Analysis
solution method.

Pitch Change in a Blade Row

Using conventional methods for modeling transient rotor-stator applications, it is often the case that
prohibitive computing resources are required to obtain detailed accurate simulations.

Figure 4.1: One passage periodicity cannot be applied (p. 171) illustrates how conventional periodicity
is inadequate when trying to use one passage to model a simulation that has a non-unity pitch ratio.

Figure 4.1: One passage periodicity cannot be applied

rotor stator
R1
-} |
Pg i IFS
52
R2

Figure 4.2: Workaround using standard periodicity (p. 172) shows the workaround needed in using a
conventional pitch scaling (profile transformation) approach. For the pitch scaling approach, you must
replicate passages on both sides of the interface to reduce the pitch scale ratio to unity. Since most
systems have prime number of components, you need to model all the passages. This can be very costly
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and might require the simulation of the entire wheel in turbo-machinery applications if the number of
blades on one of the sides is a prime number.

Figure 4.2: Workaround using standard periodicity
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Figure 4.3: Phase Shifted Periodic Boundary Conditions (p. 172) illustrates the common principle used in
two of the Transient Blade Row methods: Time Transformation (p. 173) and Fourier Transformation (p. 175).
Each of these methods achieves what are effectively "phase shifted" periodic conditions through very
different approaches. The basic principle of a phase-shifted periodic condition is that the pitch-wise
boundaries R1/R2 and S1/52 are periodic to each other at different instances in time. For example the
relative position of R1 and S1 at ¢, is reproduced between sides R2 and S2 at an earlier time t,—AT

where AT is defined by (PR—PS)/VR. Here Pp and Pg are the rotor and stator component pitches,
respectively, and Vy, is the velocity of the rotor.

Figure 4.3: Phase Shifted Periodic Boundary Conditions
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Time Transformation

4.1.Profile Transformation

The Profile Transformation (PT) method handles the pitch change across adjacent inter-row blade passages
by scaling the flow profiles across the transient rotor stator (TRS) interface while imposing standard
periodicity on the pitchwise periodic boundary. The scaling of the flow is proportional to the pitch ratio
between the rotor and stator passages. The PT interface treatment is the same as the one described in
Chapter 3. Therefore, PT TRS maintains full conservation and provides fast solutions to transient tur-
bomachinery flow problems. The PT interface allows for transient interactions to take place between

rotor and stator but, due to the pitch-wise approximation made on the periodic boundary, the dominant
blade passing frequency on both the rotor and the stator is the rotor passing frequency.

The PT interface can be used to connect two passages with a large pitch difference. However, to obtain
an accurate prediction of aerodynamic performance, the pitch ratio must be close to unity. This is possible
by using multiple passages per row so that the ensemble pitch ratio is near unity.

For modeling information, see Profile Transformation in the CFX-Solver Modeling Guide.

4.2.Time Transformation

The Time Transformation method handles the problem of unequal pitch described above by transforming
the time coordinates of the rotor and stator in the circumferential direction in order to make the models
fully periodic in "transformed" time. Let the r, 8, and z coordinate axis represent the radial, tangential
(pitchwise) and axial directions of the problem described in Figure 4.3: Phase Shifted Periodic Boundary
Conditions (p. 172).

Mathematically, the condition of enforcing the flow spatial periodic boundary conditions on both rotor
and stator passages, respectively, is given by:

Ugi(r,0,2,t)=Up)(r,0+Pp,z,t-AT) (4.1)
Us,(r,0,2,t)=Us,(r,0+Pg,2,t-AT) (4.2)

Alternatively, we can apply the following set of space-time transformations [217] to the problem above
as:

r'=r (4.3)
6'=0 (4.4
z'=z (4.5)
tl=t—AR‘S 0 (46)
where Agg=AT/Pgs.

The transformed set of equations now has regular spatial periodic boundary conditions as:
Upi(r',6",2",t")=Up,(r",0'+Pg, 2" t') (4.7)
USl(r',Q',Z',t'):USZ(F',9'+PS,Z',t') (4-8)

And the periodicity is maintained at any instant in time in the computational domain.

There are two important implications of working with the transformed system above instead of the
conventional system:
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+ The equations that are solved are in the computational (r’, 6,7, t) transformed space-time domain
and need to be transformed back to physical (r, 8, z, t) domain before postprocessing.

+ The rotor and stator passages are marching at different time step sizes.
One way of understanding the difference in time step size stated in the second point is:

a) Each passage experiences a different period; that is, the stator period is:
Ts=P R/ Vg (4.9)

whereas the rotor period is:
TR:PS/VR (4.10)

b) The period in each passage must be discretized using an identical number of timesteps n. We can
therefore write the rotor and stator periods as:

Ts=n Atg (4.11)
TR=I’I AtR (4.12)

where Aty and Atg represent the time step size for the rotor and stator, respectively.

¢) Combining the two definitions of rotor and stator periods in a) and b) we have the time step sizes
in the rotor and stator related by their pitch ratio as:
P_s =_AtR (4.13)

The simulation time step size set for the run is used in the stator passage(s) (Ats) and Ansys CFX

computes the respective rotor passage time step size (AtR) based on the rotor-stator interface pitch
ratio as described above.

When the solution is transformed back to physical time, the elapsed simulation time is considered the
stator simulation time.

The flow interaction across the rotor-stator interfaces is handled by the pitch scaling machinery already
present in the Profile Transformation method. However, while the Profile Transformation method results

in a 1:1 pitch ratio with incorrect frequency due to profile contraction or expansion, the Time Transform-
ation method has the correct frequency, as the time has been scaled proportionally.

Another way of seeing the difference in time step sizes is to look at the time vs. pitchwise direction

plot for both stator and rotor domains. In Figure 4.4: Rotor and stator periodic boundaries in space-
time (p. 175) the rotor domain periodic boundaries are plotted with reference to the stator domain. One
can notice that, even though the rotor pitch is smaller than the stator pitch in physical space, their
boundaries match in the inclined computational space after time t+AT. Furthermore, if we look at the
time step size of stator and rotor, we see that they are different and related by the rotor-stator pitch
ratio.
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Figure 4.4: Rotor and stator periodic boundaries in space-time
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For modeling information, see Time Transformation in the CFX-Solver Modeling Guide.

4.3.Fourier Transformation

The Fourier Transformation method applies the phase shifted boundary conditions illustrated in Fig-
ure 4.3: Phase Shifted Periodic Boundary Conditions (p. 172) in a more direct method than in the Time
Transformation method.

It basically consists of attempting to directly "impose" a phase shift between the R1,R2 boundaries and
the S1,52 boundaries for the primitive variables of the problem. A direct method of applying the phase
shift boundary method was proposed by Erdos [215] but his method requires storage of the signal for
a complete period on all the R1/R2 S1/S2 boundaries including the interface shared by the rotor and
stator sections. The Frequency Transformation method makes use of temporal Fourier series decompos-
ition Equation 4.14 (p. 175) to avoid storing the signal on the S1/52 and R1/R2 boundaries. This method
was initially introduced by He [218].

M -{wmt)
F(ey= 2 Ane @14
m=M

In this method the signal is decomposed into harmonics of the fundamental frequency w/(Z n) of
each passage. For example in typical TRS problems this fundamental frequency is the inverse of the
blade passing period Ty, Where:

2
Thpp="2r (4.15)

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates. 175



Transient Blade Row Modeling Theory

For other use cases the blade passing period can be calculated as :

+ For an inlet disturbance case using AT from Inlet Disturbance Case in the CFX-Solver Modeling
Guide.

+ For a blade flutter case using AT from Application of Phase-Shifted Boundaries to a Blade Flutter
Case in the CFX-Solver Modeling Guide.

Along similar lines as Gerolymos [216] the rotor/stator interface can be further decomposed as a signal
in theta harmonics resulting in a double (t-0) Fourier series method Equation 4.16 (p. 176).

N M
F(£,0) =), Y, Ayedomtno) (4.16)

n=Nm=M

By decomposing the signal on pitch-wise periodics with temporal Fourier series and decomposing the
signal on the rotor/stator interface with double Fourier series we take advantage of an excellent data
compression method by making use of the periodic nature of the flow since only the Fourier coefficients
Ay, and Apm need to be stored to reconstruct the flow at an arbitrary time and pitchwise location once
the transient periodicity regime is reached.

The Fourier Transformation method in Ansys CFX is implemented using a double-passage method. The
data is collected at the (implicit) interface (R2,52) between the two passages, Figure 4.5: Double Passage
Method (p. 176). While performance is case dependent, the double-passage approach converges in
fewer cycles than a single-passage method, owing to the superior quality of the data update (Fourier
data is collected at the internal interface between passages, where the solution is fully implicit and far
from the actual periodic boundaries). The double-passage Fourier Transformation approach converges
very rapidly to a quasi-periodic state, requiring as few as 3-4 cycles in some cases.

Figure 4.5: Double Passage Method
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Figure 4.6: Inlet Disturbance Configuration (p. 177) illustrates how the time shift is applied for the Double
Passage Fourier Transformation method.
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Figure 4.6: Inlet Disturbance Configuration
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The time shift is:
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The signal fs1(t) on S1 is equal to the signal on S2 phase shifted by

+AT
fo(6)=f(e+aT)~f  (t+AT)
The signal fsg(t) on S3 is equal to the signal on S2 phase shifted by

-AT

fo(t)=f o, (t-AT)~f(t-AT)

Where f;z(t) is the reconstructed signal at S2 using the accumulated Fourier coefficients on that same

boundary.

For modeling information, see Fourier Transformation in the CFX-Solver Modeling Guide.

4.4.Harmonic Analysis

A solution to transient periodic flow can be obtained faster using a frequency-based solution method.
The Ansys CFX Harmonic Analysis (HA) is based on the Harmonic Balance (HB) / Time Spectral Method
(TSM) (see 228, 229) implemented within a pressure-based solution approach. In this method, the
transient flow variation is represented by a Fourier series for a prescribed fundamental frequency, w.
Typically, M harmonics (or modes) are retained in the Fourier series for this approximation. The unsteady
period is equally divided into N=(2M+1) time levels on which the time derivative is evaluated using
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the spectral approximation, and the system of nonlinear equations coupling all N time levels are solved
iteratively. For example, if one harmonic is retained (M=1) then 3 time levels (N=3) are required. If 3
harmonics are retained (M=3) then 7 time levels (N=7) are required. A pseudo-time marching approach
similar to the steady-state solution method is used to solve the N time level coupled equations.

In general, complex transient flows containing sharp discontinuities may require a larger number of
harmonics to be retained in order to resolve the flow features, while simpler smooth flows require a
smaller number of harmonics. Typical flow problems are solved using M equal to 1, 3, or 5. The smaller
the number of retained harmonics, the more efficient the Harmonic Analysis (HA) method is with respect
to the time-marching solution. Therefore, it is essential to use the smallest number of harmonics at
which the solution accuracy is acceptable. The efficiency of the solution calculation is also affected by
the size of the specified pseudo-time step. Typically, the size of the pseudo-time step is determined as
the period of the unsteadiness divided by the intended number of pseudo-time steps per period. A

large number of pseudo-time steps per period (this is, a small time step size) makes the solution converge
slowly and inefficiently with respect to a time-marching solution. A lower number of pseudo-time steps
per period (that is, a large time step size) advances faster towards the converged solution and is more
attractive, but may cause numerical stability issues. It has been found that 15 to 30 pseudo-time steps
per period typically results in a good balance between calculation efficiency and solution stability.

For details on how HA relates to a transient run with time marching, see Transient versus Harmonic
Solution Method in the CFX Reference Guide.

Note:

You cannot set up a case with Harmonic Balance and a Stage (Mixing-Plane) interface.

A use case involving HA is described in Blade Flutter using Harmonic Analysis in the CFX-Solver Modeling
Guide.
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Chapter 5: Multiphase Flow Theory

This chapter discusses:
5.1. Multiphase Notation
5.2.The Homogeneous and Inhomogeneous Models
5.3.Hydrodynamic Equations
5.4. Multicomponent Multiphase Flow
5.5.Interphase Momentum Transfer Models
5.6.5olid Particle Collision Models
5.7.Interphase Heat Transfer
5.8. Multiple Size Group (MUSIG) Model
5.9.The Algebraic Slip Model
5.10.Turbulence Modeling in Multiphase Flow
5.11.Additional Variables in Multiphase Flow
5.12.Sources in Multiphase Flow
5.13.Interphase Mass Transfer

5.14.Free Surface Flow

Two distinct multiphase flow models are available in CFX, an Eulerian-Eulerian multiphase model and
a Lagrangian Particle Tracking multiphase model. This section describes Eulerian-Eulerian multiphase
flow theory. For information about modeling Eulerian-Eulerian multiphase flow in Ansys CFX, see Mul-
tiphase Flow Modeling. Lagrangian Particle Tracking theory and modeling are described in Particle
Transport Theory (p. 245) and Particle Transport Modeling, respectively.

You should be familiar with the mathematical implementation of single-phase flow before reading this
section. For details, see Basic Solver Capability Theory (p. 21).

5.1. Multiphase Notation

In addition to the notation given here, review the list of symbols. For details, see List of Symbols (p. 22).

Different phases of fluids are denoted using lowercase Greek letters a, 5, ¥, and so on. In general, a
quantity subscribed with a, 8, y, and so on, refers to the value of the quantity for that particular phase.
For example, the volume fraction of « is denoted r,. Thus, the volume V, occupied by phase « in a
small volume V around a point of volume fraction r, is given by:

Ve=rgV (5.1)

The total number of phases is Np. The volume fraction of each phase is denoted r,, where a=1 to Np.
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It is important to distinguish between the material density and the effective density of a fluid «.
The material density, p_, is the density of the fluid if it is the only phase present, that is, the mass of a

per unit volume of a. The effective density is then defined as:

P=TaP, (5.2)

This is the actual mass per unit volume of phase a, given that phase a only occupies a fraction of the
volume, that is, the mass of a per unit volume of the bulk fluid.

The mixture density is given by:

P,,= Z PyTa (5.3)
a

5.1.1. Multiphase Total Pressure

The total pressure in a multiphase simulation is defined as:

1
ptotzpstat+ 2 Ta pa Ug‘ (5.4)

a

This definition is used for both incompressible and compressible flows, whereas single phase flows
treat total pressure differently depending on the simulation. For details, see Total Pressure (p. 34).

5.2.The Homogeneous and Inhomogeneous Models

Two different sub-models are available for Eulerian-Eulerian multiphase flow: the homogeneous model
and the inter-fluid transfer (inhomogeneous) model.

5.2.1.The Inhomogeneous Model

5.2.1.1.Interfacial Area Density

Interfacial transfer of momentum, heat and mass is directly dependent on the contact surface area
between the two phases. This is characterized by the interfacial area per unit volume between
phase a and phase [, known as the interfacial area density, Aaﬂ. Note that it has dimensions of

inverse length.

Interfacial transfer can be modeled using either the particle or mixture models. These essentially
provide different algebraic prescriptions for the interfacial area density.

5.2.1.1.1.The Particle Model

The Particle model for interfacial transfer between two phases assumes that one of the phases
is continuous (phase a) and the other is dispersed (phase f). The surface area per unit volume
is then calculated by assuming that phase 3 is present as spherical particles of Mean Diameter
dpg. Using this model, the interphase contact area is:
6 r[;
A“ﬁzd_ﬁ

This simple model is modified for robustness purposes in two ways:
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* rgis clipped to a minimum volume fraction to ensure the area density does not go exactly to
zero.

- For large rp (that is, when the assumption of f§ being dispersed is invalid), the area density is
decreased to reflect the fact that it should lead to zero as rp tends to 1.

With these modifications, the area density for the particle model is implemented as
67p

where

max (r/;,rmin) if(rﬁ<rmax)
1—]”3 R
max 1-Fmax max/ ' min lf(rﬁ>rmax)

I’"g: (5-7)

By default, ri,,x and r,,;, take values of 0.8 and 107, respectively. In some cases, it may be appro-
priate to use a different value for r;; for example, increasing it to 107 provides a very crude

nucleation model for boiling a subcooled liquid. r,,;, is controlled by the parameter M ni mum
Vol une Fraction for Area Density.

For non-drag forces, the solver uses a slightly different formulation of area density called the
Unclipped Interfacial Area Density. In this formulation, the area density is permitted to go to zero,
that is, r,;,=0 in Equation 5.7 (p. 181). In addition, the area density is reduced more aggressively
as the dispersed phase volume fraction becomes large:

Aggc]ipped:anﬁ (5.8)

where:

1-)"[,) "
fz(l‘r/s') ’

n=5 by default, and

r[; if T'[;SO.ZS
rg= 0.393855-0.57142rp if 0.25<rp<0.6
0.05 otherwise

The value of the exponent n can be controlled with CCL. In the singleton particle model, you can
also specify a value for the Area Density Reduction Exponent. Setting the exponent to a negative
value causes the interfacial area density to be computed using the expressions for the clipped
area density described in Equation 5.6 (p. 181) and Equation 5.7 (p. 181), rather than the expression
for the unclipped area density.

Non-dimensional interphase transfer coefficients may be correlated in terms of the particle
Reynolds number and the fluid Prandtl number. These are defined using the particle mean
diameter, and the continuous phase properties, as follows:
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_paluﬂ_U(Xl dﬁ (5 9)
apf~ ‘ua '
M, CPa
= (5.10)
Praﬁ Aa

where p, Cp, and A are the viscosity, specific heat capacity and thermal conductivity of the
continuous phase «.

5.2.1.1.2.The Mixture Model

This is a very simple model that treats both phases a, § symmetrically. The surface area per unit

volume is calculated from
Falp
Aaﬁ— daﬂ (5.1 1)

where d,; is an interfacial length scale, which you must specify.

By way of example, suppose you have oil-water flow in which you may have either water droplets
in continuous oil, or oil droplets in continuous water, in the limits r,—0, rp—0 respectively. Then,

a simple model for interfacial area density that has the correct behavior in these two limits is
given by:

6rorg rodg+rgdg
Aaﬁ:W ﬁdaﬁ=T (5.12)
rq and rg are clipped to be no smaller than permitted by the parameter M ni num Vol une
Fraction for Area Density,which takes a default value of 107°.
Non-dimensional interphase transfer coefficients may be correlated in terms of the mixture
Reynolds number and Prandtl number defined as follows:
P |Us=Udl dg
= (5.13)
Reaﬁ luaﬁ
H CPaB

Praﬁ— AO(B (5.14)
where Papr Hapr Cpog and A,p are the density, viscosity, specific heat capacity and thermal con-
ductivity of the mixture respectively, defined by:

Pog=Ta Py *Tp P
@ e TP (5.15)

Hog=Ta Mg+ T g

5.2.1.1.3.The Free Surface Model

The free surface model attempts to resolve the interface between the fluids. If there are just two
phases in the simulation, the following equation is used for interfacial area density:

Ap=|Vr4| (5.16)
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This area density is clipped to be no smaller than 1/Lmax, where L.« is controlled by the para-
meter Maxi mum Length Scal e for Area Density,which takes a default value of 1 m.

When more than two phases are present, this is generalized as follows:
2|Vrg||Vr
aﬁ=w (5.17)
Vil +|Vryl

5.2.2.The Homogeneous Model

In homogeneous multiphase flow, a common flow field is shared by all fluids, as well as other relevant
fields such as temperature and turbulence. This allows some simplifications to be made to the multi-
fluid model resulting in the homogeneous model.

For a given transport process, the homogeneous model assumes that the transported quantities (with
the exception of volume fraction) for that process are the same for all phases, that is,
Q=P 1<asNp (5.18)

Because transported quantities are shared in homogeneous multiphase flow, it is sufficient to solve
for the shared fields using bulk transport equations rather than solving individual phasic transport
equations.

The bulk transport equations can be derived by summing the individual phasic transport equations
(Equation 5.203 (p. 221)) over all phases to give a single transport equation for ¢:

%(p(p)+v-(pUg0—F V(p)=5 (5.19)
where:
Np
p=2rap,
a=1
Np
U=3 Yorap,Uq (5.20)
a=1
Np
r=Yrel,
a=1
The homogeneous model does not need to be applied consistently to all equations. For example,
the velocity field may be modeled as inhomogeneous, but coupled with a homogeneous turbulence

model. Alternatively, a homogeneous velocity field may be coupled with inhomogeneous temperature
fields. Homogeneous Additional Variables are also available in CFX.

5.3.Hydrodynamic Equations

The following is a summary of the equations of momentum and mass transfer for inhomogeneous and
homogeneous multiphase flow in CFX. The equivalent for single-phase flow is also available. For details,
see Transport Equations (p. 42).
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5.3.1.Inhomogeneous Hydrodynamic Equations

The inhomogeneous hydrodynamic equations are as follows:

* Momentum Equations (p. 184)

+ Continuity Equations (p. 185)

+ Volume Conservation Equation (p. 185)

* Pressure Constraint (p. 185)

5.3.1.1. Momentum Equations

%(rapa Ua)+v'(r“(pa U“®Ua)]
=g Vo4 V-(ren (VU+(VU,)))

Np
+;jl(r,;ﬁ Up=T}o Ug) + Syt M,

S« describes momentum sources due to external body forces, and user-defined momentum
sources. For details, see Sources (p. 69).

The term:

(rés Us-Tja Us)

represents momentum transfer induced by interphase mass transfer. For details, see Interphase
Mass Transfer (p. 224).

The above momentum equations are valid for fluid phases only. For dispersed solid phases, ad-
ditional terms are present representing additional stresses due to particle collisions.

(5.21)

M, describes the interfacial forces acting on phase a due to the presence of other phases. Addi-
tional information for the models available for interfacial forces is available in Interphase Mo-
mentum Transfer Models (p. 187).

(5.22)

Note:

The viscous stress term contains the product of r, and y . Consequently, as the volume

fraction approaches zero, so does the dissipation. However for a dilute phase, the mag-
nitude of the dissipation is still significant because the mass of the dilute phase also
goes to zero as r, approaches zero. This is true not only for momentum but also for any
other transported quantity that includes a diffusion term (such as energy). In particular,
if the volume fraction gradient is very large, the diffusion term can cause severe conver-
gence problems because the cell with the smaller volume fraction will "see" a very large
relative flux. This problem can be significantly alleviated by using harmonic averaging
for the diffusion coefficients since the magnitude of the flux will be more sensitive to
the volume fraction of the cell with the smaller mass. To change to harmonic averages,
use the expert parameter settings di f f usi on coef averagi ng type =3 for
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scalar equations and st ress coef averagi ng type = 3 for momentum equations.
For simulations that are laminar, or that have regions of low turbulent viscosity so that
molecular diffusion is locally significant, a simple workaround is to modify the viscosity
and thermal conductivity using CEL so that, below a volume fraction value of interest
that is physically suitable, viscosity and thermal conductivity approach zero as the volume
fraction approaches zero.

5.3.1.2. Continuity Equations
Np

%(r“pa)+v.(rapa Ua):SMSa+ﬁ2raﬁ (5.23)
=]

* Sys, describes user specified mass sources. For details, see Sources (p. 69).

* I'4p is the mass flow rate per unit volume from phase f to phase a.This term only occurs if in-
terphase mass transfer takes place. For details, see Interphase Mass Transfer (p. 224).

5.3.1.3.Volume Conservation Equation

This is simply the constraint that the volume fractions sum to unity:
Np

Yire=1 (5.24)

a=1

This equation may also be combined with the phasic continuity equations to obtain a transported
volume conservation equation. Take Equation 5.23 (p. 185), divide by phasic density, and sum over
all phases. This yields:

TR (e 0

Interpreting this equation is simpler if you consider the special case of incompressible phases with
no sources, in which it simplifies to:

(5.25)

Np
SMSa+ Zraﬁ
p=1

Y V-(reU,)=0 (5.26)

which requires the volume flows to have zero divergence. Equation 5.25 (p. 185) is the volume
continuity equation solved by the CFX-Solver.

5.3.1.4.Pressure Constraint

The complete set of hydrodynamic equations represent 4 Np+1 equations in the 5 Np unknowns
Ua) Vo Way Tas - You need Np—1 more equations to close the system.These are given by con-
straints on the pressure, namely that all phases share the same pressure field:

p,=p forall a=1,....,Np (5.27)
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5.3.2. Homogeneous Hydrodynamic Equations

5.3.2.1. Momentum Equations

The homogeneous model for momentum transport assumes:
U,=U1l1<asNp (5.28)

and is given by Equation 5.23 (p. 185) and the momentum equation:
T
2 (p0)+V-(pURU-u(VU+(VU)"))=5,-Vp (5.29)
where:
Np
p=zra Py
" (5.30)
H=Yrapt,
a=1
The following points should be noted:
« The interphase transfer terms have all canceled out.

+ This is essentially a single phase transport equation, with variable density and viscosity.

5.3.2.2. Continuity Equations

The homogeneous continuity equation is the same as for full multiphase, Equation 5.23 (p. 185),
except that U is not phase specific.

5.3.2.3.Volume Conservation Equations

The homogeneous volume conservation equation is the same as for full multiphase, Equa-
tion 5.24 (p. 185), except that U is not phase specific.

5.3.2.4.Pressure Constraint

The pressure constraint given above for full multiphase flow is also used for homogeneous multiphase
flow.

5.4. Multicomponent Multiphase Flow

In multiphase multicomponent flows, transport equations for the mass fractions of components Y 4,
are assumed to take a similar form those used for single-phase multicomponent flow:

%(rd P, YAa)+V-(ra(pa UdYpo—p, DAa(VYAa)]):SAa (5.31)

You should note that the molecular diffusion coefficients are given by p D, where D, is the Kinematic
Diffusivity.
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Source terms in multicomponent multiphase flow behave the same as multicomponent mass sources,
but on a per fluid basis. For details, see Sources (p. 69).

5.5.Interphase Momentum Transfer Models

The theory described in this section only applies to inhomogeneous multiphase flow. When using the
homogeneous model, momentum transfer between phases is assumed to be very large.

Interphase momentum transfer, M5, occurs due to interfacial forces acting on each phase a, due to

interaction with another phase f.The total force on phase a due to interaction with other phases is
denoted M, and is given by:

M«FZ M.y (5.32)

Pra

Note that interfacial forces between two phases are equal and opposite, so the net interfacial forces
sum to zero:

(M= —Mﬁa):»; M,=0 (5.33)

The total interfacial force acting between two phases may arise from several independent physical effects:
M p=M0p+ Mg+ Mug®+ Mg + Mof+ M+... (5.34)

The forces indicated above respectively represent the interphase drag force, lift force, wall lubrication
force, virtual mass force, turbulence dispersion force and solids pressure force (for dense solid particle
phases only).

CFX provides a wide range of physical models for these forces. These models are described in the fol-
lowing places:

* Interphase Drag (p. 187)

« Lift Force (p. 193)

+ Wall Lubrication Force (p. 196)

+ Virtual Mass Force (p. 196)

+ Interphase Turbulent Dispersion Force (p. 198)
+ Solid Particle Collision Models (p. 199)

For more information, see Multiphase Flow with Turbulence Dispersion Force in the CFX Reference Guide.

5.5.1.Interphase Drag

The following general form is used to model interphase drag force acting on phase a due to phase
B:
M =c)(Ug-U,) (5.35)
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Note that c,,=0 and c,p=cg,. Hence, the sum over all phases of all interphase transfer terms is zero.

In this section, you will learn how the coefficients Cgfg may be computed from a knowledge of dimen-

sionless drag coefficients. The range of models available for drag coefficients is also described.

The total drag force is most conveniently expressed in terms of the dimensionless drag coefficient:

Crr—2—
3, (UemUp) A

(5.36)

where p is the fluid density, (Ua— Uﬁ) is the relative speed, D is the magnitude of the drag force and
A is the projected area of the body in the direction of flow. The continuous phase is denoted by a
and the dispersed phase is denoted by f3.

5.5.2.Interphase Drag for the Particle Model

For spherical particles, the coefficients C(;?; may be derived analytically. The area of a single particle

projected in the flow direction, Ap, and the volume of a single particle V;, are given by:

A :anZ (5.37)
Vp:%
where d is the mean diameter. The number of particles per unit volume, n, is given by:
np=;—/; =% (5.38)
The drag exerted by a single particle on the continuous phase is:
D=3 Cpp, 4 |Us~U,|(U-U.,) (539
Hence, the total drag per unit volume on the continuous phase is:
Dog=ny Dp=3 % rop, |Us~UL|(Us-U,) (5.40)

Comparing with the Momentum Equations (p. 184) for phase a, where the drag force per unit volume
is:

D.s=d%(U;-U,) (5.41)
you get:
dd=3 % rop, Us-U4 (5.42)
which can be written as:
c(;g:% AP, [Us~U,] (5.43)

This is the form implemented in CFX.
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The following section describes drag correlations specific to dispersed multiphase flow.

5.5.2.1.Sparsely Distributed Solid Particles
At low particle Reynolds numbers (the viscous regime), the drag coefficient for flow past spherical
particles may be computed analytically. The result is Stokes’ law:

=8, Re«1 (5.44)

For particle Reynolds numbers, such as Equation 5.9 (p. 182), that are sufficiently large for inertial
effects to dominate viscous effects (the inertial or Newton'’s regime), the drag coefficient becomes
independent of Reynolds number:

Cp=0.44, 1000<Re<1-2x 10’ (5.45)

In the transitional region between the viscous and inertial regimes, 0.1<Re<1000 for spherical
particles, both viscous and inertial effects are important. Hence, the drag coefficient is a complex
function of Reynolds number, which must be determined from experiment.

This has been done in detail for spherical particles. Several empirical correlations are available.
The one available in CFX is due to Schiller and Naumann (1933) [6]. It can be written as follows:

5.5.2.1.1.Schiller Naumann Drag Model
Cp=52 (1+0.15Re"5%) (5.46)

CFX modifies this to ensure the correct limiting behavior in the inertial regime by taking:

Cp=max( &E(1+0.15Re""7),0.44) (5.47)

5.5.2.2.Densely Distributed Solid Particles

5.5.2.2.1.Densely Distributed Solid Particles: Wen Yu Drag Model
Cp=rg165 max(% ( 140.15 Re/0.687)lol44)

Re’=r.Re

(5.48)

Note that this has the same functional form as the Schiller Naumann correlation, with a modified
particle Reynolds number, and a power law correction, both functions of the continuous phase
volume fraction r, .

You may also change the Volume Fraction Correction Exponent from its default value of -1.65,
if you want.

Note:

Although the Wen Yu drag law implemented in Ansys CFX follows the implementation
by Gidaspow [18] and its subsequent wide use, this implementation of the drag law
is, in fact, quite different from that given in the original Wen and Yu paper [181].
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5.5.2.2.2. Densely Distributed Solid Particles: Gidaspow Drag Model
Cp=Cp(WenYu), r.>08
(5.49)

dd_150 (1-rJu, 2 (1-rdpju-u/

aB rds 4 dp ) 1c<0.8

This uses the Wen Yu correlation for low solid volume fractions r;<0.2, and switches to Ergun’s
law for flow in a porous medium for larger solid volume fractions.

Note that this is discontinuous at the cross-over volume fraction. In order to avoid subsequent
numerical difficulties, CFX modifies the original Gidaspow model by linearly interpolating between
the Wen Yu and Ergun correlations over the range 0.7<r.<0.8.

You may also change the Volume Fraction Correction Exponent of the Wen Yu part of the
correlation from its default value of -1.65, if you want.

5.5.2.3.Sparsely Distributed Fluid Particles (Drops and Bubbles)

At sufficiently small particle Reynolds numbers (the viscous regime), fluid particles behave in the
same manner as solid spherical particles. Hence, the drag coefficient is well approximated by the
Schiller-Naumann correlation described above.

At larger particle Reynolds numbers, the inertial or distorted particle regime, surface tension effects
become important. The fluid particles become, at first, approximately ellipsoidal in shape, and finally,
spherical cap shaped.

In the spherical cap regime, the drag coefficient is well approximated by:
CD(Cap)=% (5.50)

Several correlations are available for the distorted particle regime. CFX uses the Ishii Zuber [19] and
Grace [35] correlations.

5.5.2.3.1.Sparsely Distributed Fluid Particles: Ishii-Zuber Drag Model

In the distorted particle regime, the drag coefficient is approximately constant, independent of
Reynolds number, but dependent on particle shape through the dimensionless group known as
the Eotvos number, which measures the ratio between gravitational and surface tension forces:

2
Eocd Aé’ dp (5.51)

Here, Ap is the density difference between the phases, g is the gravitational acceleration, and o
is the surface tension coefficient.

The Ishii-Zuber correlation gives:

CD(ellipse)=% EoV/2 (5.52)

In this case, CFX automatically takes into account the spherical particle and spherical cap limits
by setting:
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CD( dist] =min(CD(ellipse],CD(cap) )

(5.53)
CD=max(CD(sphere),CD(dist) )

The Ishii Zuber Model also automatically takes into account dense fluid particle effects. For details,
see Densely Distributed Fluid Particles (p. 191).
5.5.2.3.2.Sparsely Distributed Fluid Particles: Grace Drag Model

The Grace drag model is formulated for flow past a single bubble. Here the drag coefficient in
the distorted particle regime is given by:

se)od 94 Ap
CD(elllpse)— 3 U% D, (5.54)
where the terminal velocity U is given by:
U
Ur=o M1*(7-0.857) (5.55)
C
where:
ptg A
M:%:MortonNumber (5.56)
and:
]_(0.94110-757 2<H<59.3 (557)
3.42H**  H>593 '
-0.14
H=% Eo M““”(ﬁ] (5.58)
3 ‘uref

#.=0.0009kg m1s1is the molecular viscosity of water at 25°C and 1 bar.

In this case, CFX automatically takes into account the spherical particle and spherical cap limits
by setting:

CD( dist) :min(CD(ellipse),CD(cap) )

(5.59)
CD=max(CD(sphere),CD(dist) )

5.5.2.4.Densely Distributed Fluid Particles

5.5.2.4.1.Densely Distributed Fluid Particles: Ishii-Zuber Drag Model

The Ishii Zuber [19] drag laws automatically take into account dense particle effects. This is done
in different ways for different flow regimes.

In the viscous regime, where fluid particles may be assumed to be approximately spherical, the
Schiller Naumann correlation is modified using a mixture Reynolds number based on a mixture
viscosity.
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5.5.2.4.2. Densely Distributed Fluid Particles: Dense Spherical Particle Regime
(Ishii Zuber)

CD(sphere) :lf—;q ( 1+0.15 Rem0'687)

pJUUMdy
Re,=—F—

. _( 7 )—Z.Srdmy* (5.60)

K d+0.4-uc
M=,

Here, r,, is the user-defined Maximum Packing value. This is defaulted to unity for a dispersed
fluid phase.

In the distorted particle regime, the Ishii Zuber modification takes the form of a multiplying
factor to the single particle drag coefficient.

5.5.2.4.3.Densely Distributed Fluid Particles: Dense Distorted Particle Regime (Ishii
Zuber)
CD(ellipse)=E(rd) Cpoo
Cpeo=5 E0V 2
6/ 7 12
(1117.67/(r)") (5.61)
E(r,)=| 2]

18.67f(r,)
/2

f(rd):ll:_;(l_rd)

5.5.2.4.4.Densely Distributed Fluid Particles: Dense Spherical Cap Regime (Ishii
Zuber)
Cplcap)=(1-r4) Cpe

_8
CDoo_ 3

(5.62)

The Ishii Zuber correlation, as implemented in CFX, automatically selects flow regime as follows:

5.5.2.4.5.Densely Distributed Fluid Particles: Automatic Regime Selection (Ishii
Zuber)

CD:CD(sphere) if CD(sphere)zCD(ellipse)

(5.63)
CD:min(CD(ellipse),CD(cap)) if CD(sphere) <CD(ellipse)

5.5.2.4.6.Densely Distributed Fluid Particles: Grace Drag Model

The Grace [35] drag model is formulated for flow past a single bubble. For details, see Sparsely
Distributed Fluid Particles (Drops and Bubbles) (p. 190).

For high bubble volume fractions, it may be modified using a simple power law correction:
Cp=rl C, (5.64)
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Here, Cp,, is the single bubble Grace drag coefficient. Advice on setting the exponent value for
the power law correction is available in Densely Distributed Fluid Particles: Grace Drag Model in
the CFX-Solver Modeling Guide.

5.5.3.Interphase Drag for the Mixture Model

In the mixture model, a non-dimensional drag coefficient (), is defined as follows:
Dag=Cp Py Aap |Us=Uol (Us-Us) (5.65)

where D, is the total drag exerted by phase f on phase a per unit volume.

The mixture density Pag is given by:
Pop=TaPa*TBPp (5.66)

and the interfacial area per unit volume Agg is given by:

rgr
Aaﬁ=§Tf (5.67)

where d,g is a user-specified mixture length scale.

5.5.4.Interphase Drag for the Free Surface Model

In the free surface model, interphase drag is calculated in the same way as for the mixture model
(see Interphase Drag for the Mixture Model (p. 193)), except that the interfacial area density is given
by:
Aap=|Vr] (5.68)

When more than two phases are present, this is generalized as follows:
2|9r |71

o= |Vra|+|Vr,g| (5.69)

[The Free Surface Model (p. 182)]

5.5.5.Lift Force

The lift force acts perpendicular to the direction of relative motion of the two phases.

CFX contains a model for the shear-induced lift force acting on a dispersed phase in the presence of
a rotational continuous phase. This is given by:

Fi=-Fg=r, P, CL(Ud_UC)X“’C

w.=curl U,

(5.70)

where C; is a non-dimensional lift coefficient. In a rotating frame of reference with rotation vector
£, the lift force is given by:
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F5=—FcLz:’"chCL(UZ"U:)X(“’Z“LZ‘Q) (5.71)
w;=curl U, |

Currently, Ansys CFX has the following built-in lift models:

« The Saffman Mei Lift Force Model (p. 194)

+ The Legendre and Magnaudet Lift Force Model (p. 194)

+ The Tomiyama Lift Force Model (p. 195)

5.5.5.1.The Saffman Mei Lift Force Model

This model is applicable mainly to the lift force on spherical solid particles, though it could be applied
to liquid drops that are not significantly distorted. It is a generalization of the older Saffman model,
which was applicable to a lower range of particle Reynolds numbers than the Saffman Mei model.

The lift coefficient is correlated in terms of both particle Reynolds number and vorticity Reynolds
numbers:

U.-U,d wdy
REp:M/Rew p l,[c - wC_lval
c

(5.72)

Saffman (1965, 1968) [86][170] correlated the lift force for low Reynolds number flow past a spher-
ical particle as follows:
3 %

Fe=-Fy= zn—dpﬁCerp(Ud U)x(VxU:+20) 573

where C;=6.46,and 0 < Rep<Re,<1.By inspection, Saffman’s lift coefficient is related to the one
adopted in Ansys CFX as follows:
3

C=——F7—
2m\Re,,

C (5.74)

Saffman’s correlation was generalized by Mei and Klausner (1994) [87] to a higher range of particle
Reynolds numbers, as follows:

6.46-f(Re pRe ) for: Re <40
Ci= 12 (5.75)
6.46:0.0524-(BRe )~ for:40 <Re <100

where =(1/2)(Re,/Rep), and f(RepRe,)=(1-0.33145Y2)-¢ 0 Rer+0.3314pY2,

5.5.5.2.The Legendre and Magnaudet Lift Force Model

This model, as developed by Legendre & Magnaudet (1998) [171], is applicable mainly to the lift
force of small diameter spherical fluid particles, though it could be applied to non-distorted liquid
drops and bubbles. In contrast to the lift force model of Saffman-Mei for rigid solid particles, it ac-
counts for the momentum transfer between the flow around the particle and the inner recirculation
flow inside the fluid particle as caused by the fluid friction/stresses at the fluid interface. Therefore
the predicted lift force coefficients are about a factor of 2-5 smaller than for rigid solid particles.
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The range of validity given by Legendre & Magnaudet (1998) is as follows:
0.1<Rep<500 Sr=2p<1 (5.76)

The lift force coefficient is then predicted by:

2

CL=\/( CL,low Re)2+ ( CL,high Re) (5.77)
where
-1/ ,
CL,]OWRE:%(Re pSI‘) ' 2] (6)

11+16Re
CLhigh k=2 T, 79Re 1

, 2p
€=\Re,

J(e)
(1+0.2¢2)"

(5.78)

J'(€)=

J(0)=2.55

5.5.5.3.The Tomiyama Lift Force Model

This is a model applicable to the lift force on larger-scale deformable bubbles in the ellipsoidal and
spherical cap regimes. Like the Grace and Ishii-Zuber models for drag force, it depends on Eotvos
number. Hence, it requires specification of the surface tension between the dispersed and continuous
phases. Its main important feature is prediction of the cross-over point in bubble size at which
particle distortion causes a reversal of the sign of the lift force to take place. The lift coefficient is
given by (Tomiyama 1998) [172]:

min[0.288tanh(0.121Re,), f(Eo')]  Eo'<4
C\= f(Eo') 4<E0'<10 (5.79)
-0.27 10<Eo’

where:
f(E0’)=0.00105E0”-0.0159E0"~0.0204E0+0.474

Eo’ is a modified Eotvos number, based on the long axis, d;, of the deformable bubble:

Eo/ g(pL_(fG)dHZ

dy=dy( 1+ 0.163E00.757)1/3
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EO:g(plfapc)dpZ

The correlation has been slightly modified from Tomiyama’s original form, following Frank et al.

(2004) [173], whereby the value of C;, for Eo">10 has been changed to —0.27 to ensure a continuous
dependence on modified Eotvos number. Also, some publications omit the exponent of Eotvos
number in the formula for dy;. The formula adopted here is taken from Wellek et al.[174].

5.5.6.Virtual Mass Force

The virtual mass force is proportional to relative phasic accelerations as follows:

DU, DcUc)

FM=-FM=r;p, CVM( 5t - pr (5.80)

In a rotating frame of reference with rotation vector £, the virtual mass force in terms of U is mod-
ified by Coriolis theorem, and is given by:

D;U; DU, -
R =rap, ol PPt 200 0-01) se

The non-dimensional virtual mass coefficient Cy,,=0.5 for inviscid flow around an isolated sphere. In
general, Cy), depends on shape and particle concentration Cy,,, may be specified by you as a constant
or a CEL expression.

5.5.7.Wall Lubrication Force

Under certain circumstances, for example, bubbly upflow in a vertical pipe, the dispersed phase is
observed to concentrate in a region close to the wall, but not immediately adjacent to the wall. This
effect may be modeled by the wall lubrication force, which tends to push the dispersed phase away
from the wall.

Currently, Ansys CFX has the following wall lubrication force models:
+ The Antal Wall Lubrication Force Model (p. 196)
+ The Tomiyama Wall Lubrication Force Model (p. 197)

« The Frank Wall Lubrication Force Model (p. 197)

5.5.7.1.The Antal Wall Lubrication Force Model

The Antal model, given by Antal et al. (1991) [88], computes the wall lubrication force as:
FWLz_CWLerLluL_UGl ny (5.82)

where

CWl CWZ
+ Cy=max {O,d—p 7.
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The non-dimensional coefficients are defaulted to Cy;;=-0.01 and Cy,,=0.05. You can change
these values.

* g is the gas volume fraction.
* P is the liquid density.
* Ny is the unit normal pointing away from the wall.

+ U, -Uj; is the relative velocity difference between phases, in the plane of the nearby wall surface
(that is, orthogonal to ny,).

* dp is the dispersed phase mean diameter.

* Y, is the distance to the nearest wall.

Note that this force is only active in a thin layer adjacent to the wall; it is only active up to a cut-
off distance of:

YWS‘(CWZ/Cdep
where y =5dp with default values of Cyy; and Cy,.

Hence, this force will only be activated on a sufficiently fine mesh, and grid convergence can be
expected only on extremely fine meshes.

5.5.7.2.The Tomiyama Wall Lubrication Force Model
Tomiyama (1998) [172] modified the wall lubrication force formulation of Antal, based on the results

of experiments with the flow of air bubbles in glycerin in a pipe. The modification is as follows:

d
S

Here, D is the pipe diameter. Hence, although the model was found to be superior to Antal's [88]
(Frank et al. 2004 [173]), it is restricted to flows in pipe geometries. As is the case for the Tomiyama

(5.83)

lift force correlation, the coefficient CW(EO) is dependent on the Eotvos number, and hence on
the surface tension between the two phases. Frank et al (2004) modified this correlation slightly to
ensure continuous dependence of the wall lubrication coefficient on Eotvos number:

0.47 Eo<1
€-0.933E0+0.179 1<E0<5
= 5.84
CW(EO) 0.00599E0-0.0187 5<Eo0<33 ( )
0.179 33<Eo

5.5.7.3.The Frank Wall Lubrication Force Model

Frank et al. ([177], [173]) generalized the Tomiyama model to produce the Frank Wall Lubrication
Force model, which has no dependence on pipe diameter, and is given by:
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Yw
1 “Cwd
C,.=Cw(E0)-max O,CWD- J’V:vc 1
W.(chdp)

(5.85)

Note:

. CW(EO) preserves the same dependence on Eotvos number as the Tomiyama model.

* The cut-off coefficient, Cy,, determines the distance relative to the particle diameter over which
the force is active. Cy,c=5 gives the same range as the Antal model with default constants.

+ The damping coefficient, Cyp, determines the relative magnitude of the force. Cyy,,=100 gives
the same behavior as the Antal model with default constants. However, Frank et al. found that
such high damping of the wall lubrication force was not able to sufficiently counterbalance the
Tomiyama lift force in the near wall region.

+ The power-law constant, p, makes the force fall off with a variable potential law relationship:

Fy~ l/ywp. It is recommended that p be in the range: 1.5 to 2.

+ In extensive validation exercises by Frank et al. [177], the following model constants were determ-
ined in order to produce the best possible agreement with experimental data for vertical bubbly
flow in pipes: Cyy =10, Cyp=6.8, p=1.7.

5.5.8.Interphase Turbulent Dispersion Force

The topics in this section include:

+ Favre Averaged Drag Model (p. 198)

+ Lopez de Bertodano Model (p. 199)

5.5.8.1.Favre Averaged Drag Model

CFX implements a model for turbulent dispersion force, based on the Favre average of the interphase
drag force [90].

v, (Vr, Vr
FIP=—F™=c,, Ccda_ii(r_dd_r_cc) (5.:86)

Here, C,; is the momentum transfer coefficient for the interphase drag force. Hence, the model
clearly depends on the details of the drag correlation used o, is the turbulent Schmidt number
for continuous phase volume fraction, currently taken to be 0.9.

Crp is a user-modifiable CEL multiplier. Its default value is unity. These defaults are appropriate for
flows where the particle relaxation time is short relative to turbulent timescales, that is, for a low
turbulent stokes number (see, Turbulent Stokes Number (p. 288)). This is true for dispersed phases
that are light relative to the continuous phase, for example bubbles. However, for dispersed phases
that are significantly heavier than the continuous phase, it is only true for very small particles. The
default values will overestimate the turbulent dispersion force for large, heavy particles. In this case,
better agreement with experiments can be achieved by reducing the value of Cj, or by making
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it a decreasing function of turbulent Stokes number that is equal to unity when St,=0, and tending
to zero as St,—00. If such information is not available, it is recommended that you ignore the tur-
bulent dispersion force for particles of large Stokes number.

5.5.8.2.Lopez de Bertodano Model

The model of Lopez de Bertodano (1991) [20] was one of the first models for the turbulent dispersion
force:

M{P=-M{P=-Crpp ke Vr, (5.87)

Unfortunately, it is not possible to recommend universal values of Cyj, for this model. Crp values
of 0.1 to 0.5 have been used successfully for bubbly flow with bubble diameters of order a few
millimeters. However, values up to 500 have been required for other situations. See Lopez de Ber-
todano [21] and Moraga et al. [91].

This model is included in CFX for historical back compatibility with CFX. However, the relatively
more universal Favre Averaged Drag model is recommended for all situations where an appropriate
value of Crp is unknown.

5.6.Solid Particle Collision Models

This section presents the theoretical background of the solid particle collision models implemented in
CFX.

The following topic(s) will be discussed:
5.6.1.Solids Stress Tensor
5.6.2.Solids Pressure
5.6.3.Solids Shear Viscosity
5.6.4.Solids Bulk Viscosity

5.6.5.Granular Temperature

5.6.1.Solids Stress Tensor

Additional stresses due to inter-particle collisions are modeled using a collisional solids stress tensor
in the solid phase momentum equation only:

k
Tsij:_Psaij+HS an+ ax,- —g an 611 +(Sa_Xk 61] (5.88)

Here, P; denotes solids pressure, u_denotes solids shear viscosity, and {_ denotes solids bulk viscosity.
There are two important classes of models for these quantities:

5.6.1.1. Empirical Constitutive Equations

There exist wide classes of models where the constitutive elements of the solids stress are specified
using empirical constitutive relations. See, for example, (Enwald et al. [97]). In many of these, the
solids pressure, shear and bulk viscosities are simple functions of the solid phase volume fraction.
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5.6.1.2.Kinetic Theory Models for the Solids Stress Tensor

These are a class of models, based on the kinetic theory of gases, generalized to take into account
inelastic particle collisions. In these models, the constitutive elements of the solids stress are functions
of the solid phase granular temperature, defined to be proportional to the mean square of fluctu-
ating solid phase velocity due to inter-particle collisions:

1—
95=§ u;

(5.89)
In the most general kinetic theory models, the granular temperature is determined from a transport
equation. However, in many circumstances, it is possible to ignore the transport terms, and determine
granular temperature from the resulting algebraic equation.

5.6.2.Solids Pressure

5.6.2.1. Empirical Constitutive Equations

The most popular constitutive equations for solids pressure are due to (Gidaspow [18]). These actually
specify the solids pressure gradient, rather than solids pressure directly:

P,=P,(r,)=>VP,=G(r,) Vr, (5.90)
G(rs)=G, edrsran) (5.91)

Where G(rs) is the Elasticity Modulus, G, is the Reference Elasticity Modulus, ¢ is the Compaction
Modulus, and r,, is the Maximum Packing Parameter.

The Gidaspow model is implemented with an option for specifying the Reference Elasticity Mod-

ulus and Compaction Modulus. There is also an option to specify the Elasticity Modulus G(rs)
directly. There is also an option to specify the solids pressure directly. This permits more general
constitutive relations than those where the solids pressure is a function of volume fraction only.

5.6.2.2.Kinetic Theory Models for Solids Pressure

The kinetic theory model for solids pressure is similar to the equation of state for ideal gases,
modified to take account of inelastic collisions, and maximum solid packing.

Ps=p_r; @S(1+2(1+e) g, rs) (5.92)
Here, e denotes the coefficient of restitution for solid-solid collisions, and gu(rs) denotes the radial
distribution function. Popular models for the radial distribution function are given by:
Gidaspow (1994) [18]:
/341
go(rs)=0-6( 1-(!‘5/ rsm) ) (5.93)

Lun and Savage (1986) [100]:
go(rs)z(l_(rs/ rsm))‘2~5rsm (5.94)

200

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates.



Solid Particle Collision Models

Note that the radial distribution function tends to infinity as ry—rgy,. The singularity is removed in
CFX by setting:

go(rs):Co+C1(rs_rC)+C2(rs_rc‘)2+c3(rs_rc)3/ (rer) (5.95)
where r.=rg,—0.001 and:
C,=1079
C,=1.08x10°
€,=1.08x10’ (5.96)

€,=1.08x10"
5.6.3.Solids Shear Viscosity

5.6.3.1. Constitutive Equation Models

The simplest constitutive equation model for solids shear viscosity was presented by Miller and
Gidaspow (1992) [106]. They successfully modeled gas-solid flow in a riser using a solids shear vis-
cosity linearly proportional to the solids phase volume fraction.

,uS=5. 35 [Poise]xrS (5.97)

Note that their constant of proportionality is dimensional, and is likely to require modification for
different fluid-solid material properties.

More complex models for solids shear stress enable the shear stress to become very large in the
limit of maximum packing. A wide range of such models is discussed in the review article by Enwald
et al [97].

It is possible for you to implement any of these models, using a CEL expression for the solids shear
viscosity. It is important to note that any solids volume fraction dependence must be included in
the CEL expression. This is because the CFX-Solver treats material shear viscosities and solids colli-
sional shear viscosities differently. In Eulerian multiphase flow applications, the effective material
shear viscosity, fi , is assumed to be of the form:

T =rot, (5.98)

where p_ is the single-phase material shear viscosity and ry, is the volume fraction of that phase.
U, is defined in the material properties library and the multiplication of Equation 5.98 (p. 201) is

performed automatically by the CFX-Solver. However, if using a custom CEL expression for solids
shear viscosity, the full dependence on volume fraction must be included in the CEL expression,
that is, no internal multiplication by volume fraction will occur automatically.

5.6.3.2.Kinetic Theory Models for Solids Shear Viscosity

Typically, the shear viscosity is expressed as a sum of at least two contributions: the kinetic and
collisional contributions:

‘us='us,col+'us,kin (5.99)

There is wide agreement on the correct form of the collisional contribution. As in the kinetic theory
of gases, it is proportional to the square root of the granular temperature:
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‘us,coI:% rg ps dp go(1+e) \/g (5.100)

However, there are many proposals in the literature for the correct form of the kinetic contribution.
For example:

Gidaspow (1994) [18]:

sVr p.dy (4 :
Hskin™"48 (1‘:6) g (1+§(1+9) 9, rs) \/5 (5.101)
Lun and Savage (1986) [100]:
5\ 1 g \[1+En(3n-2)reg,
Aus,kin: 96 ps dp( r]go +§ rs)[ 2_)7 JE (51 02)

Here, n:%(1+e).

Kinetic contributions are omitted from Ansys CFX.

5.6.4.Solids Bulk Viscosity

5.6.4.1. Constitutive Equation Models

Most simple constitutive equation models ignore the solids bulk viscosity. However, it is possible
for you to specify a model for this, using a CEL expression, if required. Note that, as for solids shear
viscosity (see Solids Shear Viscosity (p. 201)), the full dependence of the solids bulk viscosity on
solid phase volume fraction must be included in the CEL expression.

5.6.4.2.Kinetic Theory Models for Solids Bulk Viscosity

There is general agreement on the correct kinetic theory form for the solids bulk viscosity (Lun et
al. 1984 [99]).

fs:% rs' pgdp 90(1+e) J? (5.103)

5.6.5. Granular Temperature

Ansys CFX is restricted to models where the granular temperature @; is determined algebraically.

5.6.5.1. Algebraic Equilibrium Model

0, may be specified directly by the user, or from the assumption of local equilibrium in a transport
equation model. The latter is based on:

aU;
Production=Dissipation=1;; a_xl =Y, (5.104)
J

where T;; denotes the solids shear stress tensor Equation 5.88 (p. 199), and:
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, 4 ([0, 0U
y5:3(1—e)r§psgoes(7( = ‘a_x,f)) (5.105)

N

Expand the production term:

ou,  dU, (au; aU;)ay; 5 \[dU,
Tii gx; = Ps B, “‘(ax, ax, ) ox; * +(¢,- 3“)(axk) (5.106)
= Production=-P; D+u_S'+A; D’ (5.107)
where:
ou, , 1[oU; aU;
A=C -5 H, D=y =§(a—x, X, (>108)

In order to determine @, from Equation 5.104 (p. 202), it is useful to take into account the dependence
of solids pressure and shear bulk viscosities on @,. You have:

P, O, u .0y ? (5.109)
SO you may write:

p,=PY g, u=0) oY 2 (5.110)

(=0ey?  a=A"6)? (5.111)

Hence, substituting into Equation 5.107 (p. 203), you may express the production term in terms of
granular temperature as follows:

Production:()tgo] D2+;1£0) Sz) @3/2—13&0)0 )

(5.112)
=4, 0 *~B, 0,

where:

Ap= A0 p +i0) 520 Bp=P9D (5.113)
Similarly, the dissipation term Equation 5.105 (p. 203) may be simplified as follows:

Dissipation=4, OS/Z—BD O (5.114)

where:

AD_d\/— Cp=20

CD=3( 1-¢) r2 p, 9,20

Equating Equation 5.112 (p. 203) and Equation 5.114 (p. 203), and dividing by stz gives a quadratic
equation for 6:

Ay Os+(Bp-Bp) 0¥ %~ Ap=0 (5.116)

Note that A, is strictly positive if, and only if, the coefficient of restitution is strictly less than unity.
In this case, in view of the fact that Ap=0, Equation 5.116 (p. 203) has a unique positive solution:
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01/2_BD_BP+\/(BD_BP) +4ADAP (5117)
5= 24,

The Algebraic Equilibrium model has the flaw that unphysically large granular temperatures can
be generated in regions of low solid particle volume fraction. To circumvent this, specify an upper

bound for the granular temperature. The square of the mean velocity scale is a reasonable estimate
for this.

5.6.5.2.Zero Equation Model
The Zero Equation Model implements the simpler algebraic model of Ding and Gidaspow [98].

0,=—

m dy S (5.118)

5.7.Interphase Heat Transfer

In the multiphase model, there are separate enthalpy and temperature fields for each phase.

5.7.1.Phasic Equations

The multiphase version of the total energy equation generalizes Equation 1.85 (p. 42):
] op
ot (rocpaha,tot) —Tropc t V. (raan(xh(x,tot)
=V '(r(anVTa) +1qV e (UgeTq) +SeatQ,

Np
+ Bz_: ( F:;Bhﬁs,tot_ Féahas,tot)
=1

(5.119)

The multiphase version of the thermal energy equation for static enthalpy (incompressible and low
speed compressible flows only) generalizes Equation 1.92 (p. 43):

%(rapaea)"'v'(rapa Uy ea)
=V (reAe VTo )+rate: VU A+Sp+Q,

Np

+
=1

(5.120)

F:xﬂ eﬁs_r;?a eas]

where:
* hg, Ta, Ag, denote the static enthalpy, the temperature, and the thermal conductivity of phase a.

+ e, represents the internal energy of phase «, although the variable is still called Static Enthalpy in
CFD-Post.

+ Sp, describes external heat sources. For details, see Sources (p. 69).

* @, denotes interphase heat transfer to phase a across interfaces with other phases. For details,
see Inhomogeneous Interphase Heat Transfer Models (p. 205).
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* The term
(g hgs=Th o) (5.121)

represents heat transfer induced by interphase mass transfer. For details, see Interphase Mass
Transfer (p. 224).

5.7.2.Inhomogeneous Interphase Heat Transfer Models

Interphase heat transfer occurs due to thermal non-equilibrium across phase interfaces. The total heat
per unit volume transferred to phase a due to interaction with other phases is denoted Qa, and is

given by:
Q,fz Qup (5.122)
Bra
where:
Qu=~ Qg™ 22 0= (5.123)

5.7.2.1.0verall Heat Transfer Coefficients

Heat transfer across a phase boundary is usually described in terms of an overall heat transfer
coefficient h, g, which is the amount of heat energy crossing a unit area per unit time per unit

temperature difference between the phases. Thus, the rate of heat transfer, Qaﬁ’ per unit time across

a phase boundary of interfacial area per unit volume A,g, from phase 8 to phase a, is:

Qup=hap Ap(TsTe) (5.124)

This may be written in a form analogous to momentum transfer:
Qaﬁ:C(;[)%( Tp=Ta) (5.125)

where the volumetric heat transfer coefficient, cg‘[);, is modeled using the correlations described

below.

5.7.2.2.Particle Model Correlations

For particle model, the volumetric heat transfer coefficient is modeled as:
C(h):haﬁ Aa,[; (5.126)

ap
Hence, the interfacial area per unit volume and the heat transfer coefficient h,z are required.

More information on interfacial area density calculation is available.

It is often convenient to express the heat transfer coefficient in terms of a dimensionless Nusselt
number:

_ANu
=224 (5.127)
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In the particle model, the thermal conductivity scale A is taken to be the thermal conductivity of
the continuous phase, and the length scale d is taken to be the mean diameter of the dispersed
phase:
Aa Nua[;
hal;:d—ﬂ (5.128)
For laminar forced convection around a spherical particle, theoretical analysis shows that Nu=2.
For a particle in a moving incompressible Newtonian fluid, the Nusselt number is a function of the

particle Reynolds number Re and the surrounding fluid Prandtl number Pr=p Cpy/ Ag-

Additional information on models in Ansys CFX is available in Particle Model Correlations for
Overall Heat Transfer Coefficient in the CFX-Solver Modeling Guide. Some additional details for the
Interface Flux model are provided below.

* Interface Flux

The heat flux coefficients for both fluids and the interfacial heat flux value, F ;,, from Fluid 1 to
Fluid 2 (Fluid 1 is the fluid to appear on the left of the Fluid Pairs list) are specified.F ;, is the
rate of heat transfer per unit time per unit interfacial area from phase 1 to phase 2. Hence, the
heat transferred to fluid 2 from fluid 1 per unit volume is given by:

Q,,=-0Q,,=4AxFy, (5.129)

F, may be given as a constant or an expression.

Typically, F;, will be a function of the fluid 1 and fluid 2 temperature fields, and possibly other
variables. In this case, you may accelerate convergence of the coupled solver by also specifying
optional fluid 1 and fluid 2 heat flux coefficients.

h1~6_T120’ h2~a—T220 (5.130)

The solver takes the absolute value of these flux coefficients to ensure that they are positive.

This is required for numerical stability. The partial derivatives need not be computed exactly; it

is sufficient for the specified coefficients to simply approximate the partial derivatives. Specification
of heat flux coefficients only affects the convergence rate to the solution of the coupled heat
transfer equations, it does not affect the accuracy of the converged solution.

For example, the simple model using a heat transfer coefficient multiplied by a bulk temperature
difference my be recovered using:

Fi,==F,=h(T~T,), h=h=h

5.7.2.3. Mixture Model Correlations

When using the mixture model, the Nusselt number is defined in terms of a mixture conductivity
scale and the mixture length scale:

Aep Nu
haﬁ=“ﬁTB“ﬂ . Aap=raAe+rpAg (5.131)

For details, see Mixture Model Correlations for Overall Heat Transfer Coefficient in the CFX-Solver
Modeling Guide.
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5.7.2.4.The Two Resistance Model

There are special situations where the use of an overall heat transfer coefficient is not sufficient to
model the interphase heat transfer process. A more general class of models considers separate heat
transfer processes either side of the phase interface. This is achieved by using two heat transfer
coefficients defined on each side of the phase interface.

Defining the sensible heat flux to phase a from the interface as:
q,=he( T~ Ta) (5.132)

and the sensible heat flux to phase  from the interface as:

qﬁ=h;z(Ts- Ty) (5.133)

where h, and hg are the phase a and phase 8 heat transfer coefficients respectively. T is interfacial
temperature, and it is assumed to be the same for both phases.

The fluid-specific Nusselt number is defined as:
_ e dag

Nu,= A (5.134)

where A, is the thermal conductivity of fluid a, and d,p is the interfacial length scale (the mean
particle diameter for the Particle Model, and the mixture length scale for the Mixture Model).

In the absence of interphase mass transfer, you must have overall heat balance qa+qﬁ=0.This

condition determines the interfacial temperature:

ha Ta+h[; Tﬁ
Ly (5.135)
It also determines the interphase heat fluxes in terns of an overall heat transfer coefficient:
= _ A 1.1
qa—_qﬁ—haﬁ(Tﬁ To:) , haﬁ =h, + hﬁ (5.136)

Hence, in the absence of interphase mass transfer, the two resistance model is somewhat superfluous,
as it may be implemented using a user-specified overall heat transfer coefficient.

It is possible to specify a zero resistance condition on one side of the phase interface. This is equi-
valent to an infinite fluid specific heat transfer coefficient h,— 0. Its effect is to force the interfacial
temperature to be the same as the phase temperature, Ts=T,.

Modeling advice is available in Two Resistance Model for Fluid Specific Heat Transfer Coefficients
in the CFX-Solver Modeling Guide.

5.7.3.Homogeneous Heat Transfer in Multiphase Flow

For all transport processes other than heat transfer, the shared field is the same as the transported
quantity in the equation. However, in the case of heat transfer, it is temperature that is shared but
enthalpy that is transported. Hence, CFX does not solve a bulk enthalpy equation, but rather solves
a separate enthalpy equation for each fluid with a large interphase heat transfer term, which forces
the temperature fields to be the same.
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The equations solved are identical to the phasic equations for full multiphase described above. For
homogeneous heat transfer model, the interphase heat transfer coefficient is not modeled by any of
the correlations used in full multiphase. Instead it is chosen to be large relative to the other transported
processes in the equation, thereby ensuring the phasic temperatures are the same.

5.8. Multiple Size Group (MUSIG) Model

The MUSIG (Multiple Size Group) model has been developed for polydispersed multiphase flows. Here,
Polydispersed means that the dispersed phase has a large variation in bubble size.

In the MUSIG model, bubbles of the dispersed phase are grouped by bubble diameter into different
size groups.

With the homogeneous MUSIG model, all size groups move according to the same shared velocity field.
By contrast, the Inhomogeneous MUSIG or IMUSIG model is a variant of MUSIG that has velocity groups,
each with its own velocity field, fluid properties, and corresponding momentum, energy, and scalar

field equations. Each velocity group contains one or more of the defined size groups.

For example:
+ One velocity group could contain all size groups that correspond to small-diameter bubbles,

+ A second velocity group could contain all size groups that correspond to medium-diameter bubbles,
and

+ A third velocity group could contain all size groups that correspond to large-diameter bubbles.

Note:

In the IMUSIG implementation in CFX, each velocity group of a given polydispersed fluid has
its own associated fluid. It is important that the fluid properties for all velocity groups are
consistent because they are for the same polydispersed phase.

In a real application with vertical walls, small bubbles tend to flow towards the walls of the domain
while big bubbles tend to flow towards the core of the geometry. Velocity groups add the flexibility
needed to allow smaller bubbles to move independently of larger bubbles. The so-called Tomiyama
critical diameter may be used as a guide for identifying a divide between velocity groups; Bubbles below
this critical diameter tend to experience a different lift force and so tend to move independently from
bubbles above this critical diameter.

For a given small volume of the domain, the volume of all bubbles contained in a given size group di-
vided by the volume of all bubbles contained in all size groups of the containing velocity group is com-
puted and held in a variable called Conservative Size Fracti on.A related variable called Si ze
Fract i on, which is derived from the computed value of Conservati ve Size Fracti on,repres-
ents, for a given small volume of the domain, the volume of all bubbles contained in a given size group
divided by the volume of all bubbles contained in all size groups (of all velocity groups) for a polydis-
persed fluid.

The different size groups of the dispersed phase interact with each other through the mechanisms of
breakup and coalescence. Population balance equations are used to update the size fractions of each
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size group while upholding conservation of mass. In addition to the mechanisms of breakup and coales-
cence, size groups can grow or shrink due to other mechanisms, such as phase change.

5.8.1. Model Derivation

5.8.1.1.Population Balance Equation

The starting point for the MUSIG model is the population balance equation. Let n(v,t) represent
the number density of particles of mass m at time t. Then the population balance equation is:

%n(m,th%(ui(m,t) n(myt))=Bg—Dg+Bc—De+Bpc—Dp (5.137)

where:

By represents the birth rate due to breakup of larger particles,

Dy represents the death rate due to breakup into smaller particles,
B represents the birth rate due to coalescence of smaller particles,
D represents the death rate due to coalescence with other particles,
Bpc represents the birth rate due to phase change, and

Dy represents the death rate due to phase change.

The birth and death rates due to breakup and coalescence may further be expressed as:

Bg= :‘:g(e sm) n(et) de (5.138)
Dg=n(mt) jjg(m ;€) de (5.139)

Be=3 ]:Q(m—s i) n(m-gt) n(mit) de (5.140)
De=n(myt) ]jQ(m se) n(et) dt (5.147)

where g(m ;s) represents the specific breakup rate (the rate at which particles of mass m break

into particles of mass € and m-¢) and Q(m ;e) represents the specific coalescence rate (the rate
at which particles of mass m coalesce with particles of mass ¢ to form particles of mass m+e.

5.8.1.2.Size Fraction Equations

The next step of the MUSIG model is to discretize Equation 5.137 (p. 209) into size groups, or bins.
Let N; represent the number density of size group i:
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M1/ 2

N(t)= f n(m,t) dm (5.142)

Mi1/2

Also define the mass and volume fraction of size group i to be m; and r;, respectively, and recognize
that m; N,:pi r;. Now integrate Equation 5.137 (p. 209) over the bin size dimension and multiply by

m; to give:

a(miaAii(t))+%(Uii(t)1v(t))=si (5.143)

or:

o(pr)

0 i 5.144
9t 3 (n,71V)=S, o
Defining the size fraction fl,=r1-/ r4 this equation may also be written as:
i) d i
m(pirdfi)+ﬁ(pird Ui fl,)=S,- (5.145)

which is the size fraction equation used by the MUSIG model. A further simplification is to assume
that all size groups share the same density P, and velocity u, yielding the homogeneous MUSIG

model:

%('Ddrdfi)-'-%(pdrd Udifi):Si (5.146)

5.8.1.3.Source Terms

The contribution of the birth rate due to breakup of larger particles to the source term in Equa-
tion 5.146 (p. 210) is:

Miy1/2

Bgi=m; .f By dm
Mi-1/2
=m; Z g(mj ;m,-) N; (5.147)

i

=p, rd(z g(mj;m,) fj]

P
Similarly, the contribution of the death rate due to breakup into smaller particles is:

Dgi=p, ’"d(f,- Z g(mi :mj)] (5.148)

Jj<1
Note that the total source due to breakup is zero when summed over all size groups:

Z(BBI'_DBI')=0 (5.149)

1

For the discretized coalescence sources, you must define the coalescence mass matrix X j; as the
fraction of mass due to coalescence between groups j at t, which goes into group i:

210
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(ml+mk)_mi—1 if
mi=m;_y 1 My <mj+m,<m;
Xjki: mi+1'(m1+mk] if (5.150)
My~ 1 m;<mj+ny<m;
0 otherwise

The contribution of the birth rate due to coalescence of smaller particles to the source term in
Equation 5.146 (p. 210) is:
Miv1/2
BCI:mi J. BC dm
Miy/2

JSi ksi

(5.151)

=(pdrd)2(% ZZQ(mI ;mk) Xjkifjfk%)

Jsi ksi

Similarly, the contribution of the death rate due to coalescence into larger groups is:
’ 1
DcF(Pd ’”d) (ZQ("’:’ m;) fjfjﬁj) (5.152)
J

Note that this formulation for the coalescence source terms guarantees that the total source to
coalescence is zero when summed over all size groups:

Z(BCi_DCi)zo (5.153)

1

This follows from the requirement that Q(ml- ;mj)zQ(md ;m,-) together with the following property
of the mass matrix for all jk:

2 Xji=1 (5.154)
i
When the thermal phase change model is used, MUSIG and IMUSIG account for phase change
between the continuous phase and the polydispersed phase.
This enables:
* New bubbles to nucleate from evaporation of the continuous phase

The RPI wall boiling model is able to drive the production of bubbles that are modeled by MUSIG
or IMUSIG. When you use the RPI wall boiling model with MUSIG or IMUSIG, the superficial
evaporation rate at a heated wall is computed by the RPI boiling model and then applied as a
source term (for nucleating bubbles) for one or more size groups of the MUSIG or IMUSIG model.
For details on the RPI wall boiling model, see Wall Boiling Model in the CFX-Solver Modeling Guide.

+ Existing bubbles to change size by evaporation from, or condensation to, the continuous phase.

+ Existing bubbles to collapse by condensation to the continuous phase.

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates. 211



Multiphase Flow Theory

5.8.2.Size Group Discretization

We now consider how the size distribution is discretized into a predefined set of size groups. Note
that the group sizes are represented by mass rather than diameter or volume, because this leads to
simpler equations for variable-density fluids. However, for setup convenience, the size group discret-
ization is controlled by user-defined diameters; these diameters are converted to masses using the
fluid density (for constant density fluids) or a user-specified reference density (for variable density
fluids). The diameter and mass represented by a particular group are related by:

_, od
m=p ~¢ (5.155)

There are three built-in recipes for creating size groups from a user-defined minimum and maximum
diameter: equal mass, equal diameter, and geometric.

5.8.2.1.Equal Mass Discretization

In this case, the minimum and maximum mass are calculated from the minimum and maximum
diameter using Equation 5.155 (p. 212). The mass represented by group i is calculated from:

m;=mpy,;,+ Am(i—%) (5.156)

where m;, is the minimum particle mass, and

m -m..:
Amzw (5.157)

where my,.x is the maximum particle mass, and N is the number of groups.

5.8.2.2. Equal Diameter Discretization

In this case, the diameter represented by group i is calculated from:

di=dpiy+0d(i-3 ) (5.158)
where d_;, is the minimum particle diameter, and
dmax—Amin
Ad:T (5.159)

where d,.x is the maximum particle diameter, and N is the number of groups.

5.8.2.3. Geometric Mass Discretization

In this case, the mass represented by group i is calculated from:

3 Mmax~Myin

mi=mmin+Z (5.160)

2N—i

where m; is the mass represented by group I, m,,;, is the minimum particle mass, mp,,y is the
maximum particle mass, and N is the number of groups.
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5.8.2.4.Comparison

The following table compares the discretization options for a polydispersed fluid having d,,;,=0 mm

and d,,x=2 mm.

Table 5.1: Representative Particle Diameters in each Size Group

Equal Mass Ec.|ual Geometric
Group Discretization D!amet.er . M.ass o ae
(mm) Discretization Discretization
(mm) (mm)

1 0.5850 0.050 0.0225
2 0.8430 0.150 0.0284
3 1.000 0.250 0.0358
4 1.118 0.350 0.0451
5 1.216 0.450 0.0568
6 1.300 0.550 0.0715
7 1.375 0.650 0.0901
8 1.442 0.750 0.1140
9 1.503 0.850 0.1430
10 1.560 0.950 0.1800
11 1.613 1.050 0.2270
12 1.663 1.150 0.2860
13 1.710 1.250 0.3600
14 1.754 1.350 0.4540
15 1.796 1.450 0.5720
16 1.837 1.550 0.7210
17 1.875 1.650 0.9080
18 1.912 1.750 1.1440
19 1.948 1.850 1.4420
20 1.983 1.950 1.8170

5.8.2.5.Size Group Boundaries

Each size group represents a range of sizes, and therefore masses. The solver requires not only the
size and mass represented by each size group, but also each size group boundary. The manner in
which the masses represented by the group boundaries are calculated depends on the size group
discretization method:

+ Equal diameter discretization: the diameter represented by the group boundary is assumed
to be midway between the diameters represented by the adjacent groups

+ Other discretizations (including user-defined): the mass represented by the group boundary
is assumed to be midway between the masses represented by the adjacent groups
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The mass represented by the upper limit of the largest-size group is based on the diameter repres-
ented by that limit; for user-defined groups, that diameter is not available and so is derived based
on an extrapolation of the two largest groups. The mass represented by the lower limit of the
smallest-size group is assumed to be zero.

5.8.3.Breakup Models
Breakup kernels are often expressed as a function of the breakup fraction:
m.
fo=T (5.161)

CFX-Solver supports the following breakup models:
5.8.3.1.Luo and Svendsen Model
5.8.3.2.User-Defined Models

5.8.3.1.Luo and Svendsen Model

Luo and Svendsen [61] developed a theoretical model for the breakup of drops and bubbles in
turbulent suspensions. The model is based on the theory of isotropic turbulence and probability.
The breakup kernel is modeled as:

£ Vi (1+§')2
g(m,-; vai)=0'923FB(1_rd)(d_C_2] Iwe-xdg (5.162)

where:

_ 12(f123/1/3+(1_f31/)2/ - 1) o

= (5.163)
ﬁp gg/g d?/3§11/3
Cc
& is the dimensionless size of eddies in the inertial subrange of isotropic turbulence. The lower
limit of the integration is given by:
ERmian
(min_Ti (5.164)
where
(1.4 V4 1
,7_( i Vc) (5.165)
and ER_;, is the minimum eddy ratio and can have a value between 11.4 and 31.4 (defaults to

11.4).

In addition, F is a calibration coefficient, f=2, &, is the continuous-phase eddy dissipation rate,
V. is the continuous-phase kinematic viscosity, and o is the surface tension coefficient.
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5.8.3.2.User-Defined Models

A custom model for the breakup kernel g(mi ;mj) may also be provided. The model may be a CEL
expression or User Routine and may be a function of the diameter and/or mass represented by
groups [ and j as well as any fluid variable.

5.8.4.Coalescence Models

CFX-Solver supports the following coalescence models:
5.8.4.1.Prince and Blanch Model
5.8.4.2.User-Defined Models

5.8.4.1.Prince and Blanch Model

The model of Prince and Blanch [62] assumes that the coalescence of two bubbles occurs in three
steps. First, the bubbles collide trapping a small amount of liquid between them. This liquid film
then drains until the liquid film separating the bubbles reaches a critical thickness. The film then
ruptures and the bubbles join together.

The coalescence kernel is therefore modeled by a collision rate of two bubbles and a collision effi-
ciency relating to the time required for coalescence:

Q(m;;my)=(65+65+63) n, (5.166)

The collision efficiency is modeled by comparing the time required for coalescence t;; with the
actual contact time during the collision 7;;:

=€’ T (5.167)
1/2
ey h, (5.168)
ti=| T6o | {7, -
rij?/ 3
=173 (5.169)

where h, is the initial film thickness, hy is the critical film thickness when rupture occurs, and ry; is
the equivalent radius:

-1
)
The turbulent contributions to collision frequency are modeled as:
r V2
O=Fcr S, (uZ+ud) (5.171)
where the cross-sectional area of the colliding particles is defined by:
71. 2
5ij=Z(di+dj] (5.172)

the turbulent velocity is given by:
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u=\2 ev3d"> (5.173)
and Fr is a calibration factor. The buoyancy contribution to collision frequency is modeled as:
0i/°=Fcp Sij U= Uyl (5.174)
where:
Uri:\/2'1‘§0+0.505gd,- (5.175)
p.a;

and F . is a calibration factor.

The shear contribution to collision frequency is currently neglected.
5.8.4.2. User-Defined Models

A custom model for the coalescence rate kernel Q(ml- ;mj) may also be provided. The model may

be a CEL expression or User Routine involving the diameter and/or mass represented by groups i
and j as well as any fluid variable. Note that the model must give symmetric coalescence rates

@(m; sm;)=Q(m; ;m,)).

5.9.The Algebraic Slip Model

Models for algebraic slip were first introduced by Ishii [59] Manninen and Taivassalo [60], provide a
more general formulation which forms the basis for the implementation in CFX.

5.9.1.Phasic Equations

A starting point is to review the equations for multiphase flow. The continuity equation for phase «a
is:

a(para) +a(para" Ll{x)

- (5.176)
at axi -
and the momentum equation is:
a(P rauéz) a(P ra“éufx) dp 0(retl) o
Tt ow T Teaa T g el M 77
where fo represents momentum transfer with other phases.
5.9.2.Bulk Equations
A bulk continuity equation is derived by summing Equation 5.176 (p. 216) over all phases:
9p,, 3(p,uh) 0 (5.178)

ot t ox -

and a bulk momentum equation by summing Equation 5.177 (p. 216) over all phases:
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d(p,, ) +6(Pm ) ) __@+6(T#+Tﬁ) o i (5.179)
ot ox/ - oxt oxJ pmg
where:
Pn= za:ra Py
P U= D Py Ui
“ (5.180)
Tmzzra Ty
a
th== Xrap,(ti-th) v
5.9.3.Drift and Slip Relations
You now define the slip velocity to be the phasic velocity relative to the continuous phase:
uga:fo—Uf: (5.181)
and the drift velocity as:
ub, = Uk ui, (5.182)
The slip and drift velocities are related by:
U=ty DV o U, (5.183)
a

With these relationships, the phasic continuity equation may be written in terms of mass fraction and
drift velocity as:

a(pm Y"‘) d

ot T ox (Pm Ya(u$'n+%a))=0 (5.184)

5.9.4.Derivation of the Algebraic Slip Equation

The phasic and bulk momentum equations are first transformed to nonconservative form by combining
with the phasic and bulk continuity equations. The phasic momentum equation then becomes:

ou - oul ap 9(r.ti) o
PaTa Gt +Pulalh gy = Ta gt gy *TaPe 9 Mo (5185)

and the bulk momentum equation becomes:

dujy i Oup,  Op o(ch+th) : (5.186)

P ot *Pulm G = ot o) PmY

Equation 5.185 (p. 217) and Equation 5.186 (p. 217) are combined to eliminate the pressure gradient
term, yielding:
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Mi=rp 52 +(0,p,) 5]

Bu" - oul,
+ j Zin
r(X p u(X ox/ pmum ox/

5.187
Al defort) >187)
T ox o gx/
~ro(pe-p,)9

Several assumptions are now made:

1. The dispersed phase is assumed to instantaneously reach its terminal velocity, so the transient
term on the drift velocity is neglected.

2. The approximation is made that:

duy, . du,
w, E W, I (5.188)
3. The viscous stresses and apparent diffusion stresses are neglected.
With these approximations, Equation 5.187 (p. 218) simplifies to:
; dui, adub,
fo=ra(pa—pm)(ﬁ+ U 327 gl) (5.189)
In addition, it is assumed that the interphase momentum transfer is due only to drag and that the
particles are spherical:
i 3 Tap .
Me==3-a, € Jusel v, (5.190)
which leads to the following closed relationship for the slip velocity:
.4 dp au;,, oul,
|u50(| uf?a__3 pc CD (pa_pm)( ot {n 0x 7 gl (5.191)

Note that, for rotating reference frames, the apparent accelerations are automatically included by
taking the derivative of the absolute frame velocity rather than relative frame velocity on the right-
hand-side.

The effect of rfbi in the bulk momentum equation is neglected in the current implementation.

5.9.5.Turbulence Effects

In Eul eri an- Eul eri an multiphase, the averaging process used ensures that turbulence effects
do not affect the continuity equation; instead, they appear as an apparent turbulent dispersion force
in the momentum equation.

In the ASM formulation outlined here, turbulent dispersion forces are not considered in the derivation
of slip velocity. Instead, turbulent dispersion is modeled using the same turbulence model as for
multicomponent flows:
Y N VLG I V4 i aY
Pa ~Pr, 0xi

(5.192)
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5.9.6.Energy Equation

For multicomponent fluids, the energy equation has an additional term corresponding to enthalpy
transport by species velocities. For standard transported components, this velocity is modeled using
Fick’s law. For ASM components, this term uses the drift velocity.

The following term is therefore added to the right-hand side of Equation 2.5 (p. 101):

N,
me Yo up,/ ha] (5.193)
a

__0
ox’

5.9.7.Wall Deposition

If desired, the dispersed phase that accumulates on a wall boundary may be removed from the calcu-
lation. A sink for the ASM mass fraction is defined accordingly. The implicit assumption is that this
mass is replaced by an equal mass of the ballast (constraint) component. The energy equation also
removes the enthalpy of the ASM species and adds the enthalpy of the ballast species.

5.10.Turbulence Modeling in Multiphase Flow

This section describes the extension of the single-phase turbulence models to multiphase simulations.
Documentation that describes the theory of single-phase turbulence models should be read before
continuing with this section. For details, see Turbulence Models (p. 99).

5.10.1.Phase-Dependent Turbulence Models

Phase dependent turbulence models can be used in conjunction with the inhomogeneous model
(particle and mixture models) only.

5.10.1.1.The Eddy Viscosity Hypothesis

The eddy viscosity hypothesis is assumed to hold for each turbulent phase. Diffusion of momentum
in phase a is governed by an effective viscosity:

‘uaeff='ua+‘uta (5.194)

5.10.1.2. Algebraic Models

5.10.1.2.1.Zero Equation Model

The default zero-equation model uses a formula based on geometric length scale and the mean
solution velocity. It is correlated for single-phase turbulent pipe flow. The turbulence viscosity is
modeled as the product of a turbulent velocity scale, U,,, and a turbulence length scale, I;,, as
proposed by Prandtl and Kolmogorov:

Heo=Po [y Utala (5.195)

where f# is a proportionality constant. The velocity scale is calculated to be the maximum velocity

in phase a. If you specify a value for the velocity scale, it will be used for all phases. The length
scale is derived using the formula:
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1/3
L= VD7 (5.196)
where V), is the fluid domain volume.
5.10.1.2.2. Dispersed Phase Zero Equation Model
[
. =>,utd=p—j = (5.197)

The parameter ¢ is a turbulent Prandtl number relating the dispersed phase kinematic eddy vis-
cosity v,4 to the continuous phase kinematic eddy viscosity v;..

In situations where the particle relaxation time is short compared to turbulence dissipation time
scales, you may safely use the default value g=1. If the particle relaxation time is long compared
to turbulence dissipation time scales, it may be better to use a value of 0>1.This is highly
model dependent. Several models are available in the literature.

5.10.1.3.Two-Equation Models
For the k-& model, the turbulent viscosity is modeled as:

k 2
M, =Cu pa(g—Z] (5.198)

The transport equations for k and € in a turbulent phase are assumed to take a similar form to the
single-phase transport equations:

8 (repoke) +V-(relp, U k- (42 V)

=ro(Pa-p, €a)+ of}g (5.199)
%(r"‘ pae"‘)+v'(ra(/)a Ua ga‘(H+#th) Vfa)) (5.200)

Ea
:rak—a(CﬂPa—ngpaea)+T'{,f)
Definitions of the terms are available. For details, see The k-epsilon Model in Ansys CFX (p. 104).

The additional terms fg and T%f[); represent interphase transfer for k and & respectively. These are
omitted in CFX, though they may be added as user sources.

Other two equation turbulence models are treated in a similar way.

5.10.1.4.Reynolds Stress Models

The multiphase versions of Reynolds stress models are equivalent to the single phase version, with
all flux and volumetric source terms multiplied by volume fractions. Single phase version information
is available. For details, see Reynolds Stress Turbulence Models (p. 117).

By default, no additional exchange terms are added, though they may be added as user sources.
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5.10.2.Turbulence Enhancement

Sato [22] successfully modeled Particle Induced Turbulence this for bubbly flow using an enhanced
continuous phase eddy viscosity:

M =Mt (5.201)

where K, is the usual Shear Induced Eddy Viscosity, and Hyp is an additional Particle Induced Eddy
Viscosity:
‘utp=C/,(p pC rd dp |Ud_UC| (5202)

The variable Cyp has a value of 0.6.

5.10.3.Homogeneous Turbulence for Multiphase Flow

In homogeneous multiphase flow, bulk turbulence equations are solved which are the same as the
single phase equations, except that the mixture density and the mixture viscosity are used. Single
phase turbulence model information is available in Turbulence Models (p. 99).

For inhomogeneous multiphase flow, it is possible to solve a single turbulence field in a similar way
to homogeneous flow. For details, see Homogeneous Turbulence in Inhomogeneous Flow in the CFX-
Solver Modeling Guide.

5.11.Additional Variables in Multiphase Flow

When @ exists in phase a, the corresponding field variable is denoted @,. If it obeys a transport
equation, it is given by:
J Ve,

%(r“pa(pa]-l-v.(r“pa U“(pa)_v.(r“(paD(‘;p)-'-

_ S(acp) + 7{0(@)

»
S (5.203)

Note:

* @, is the conserved quantity per unit mass of phase a.

+ @, is the conserved quantity per unit volume of phase a, where Po=p, P
a

. D(f) is the Kinematic Diffusivity for the scalar in phase a.This may be set for each Additional Variable
and each phase separately.

. S(aq)) is the external volumetric source term in phase a, with units of conserved quantity per unit
volume per unit time.

. T(f) represents the total source to ®, due to interphase transfer across interfaces with other phases.

* Although the turbulent Schmidt number, Sc,,, is shown to apply to phase a only, it currently cannot
be specified on a phase-specific basis in CFX.
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As in single phase, Diffusive Transport and Poisson equations are also available for multiphase Additional
Variables). For details, see Additional Variables (p. 66). Diffusive transport equations exclude the advection
term, turbulent diffusion term, and contributions due to interphase mass transfer from Equa-

tion 5.203 (p. 221). Poisson equations exclude these terms as well as the transient term.

5.11.1.Additional Variable Interphase Transfer Models

It is possible for an Additional Variable &, to be coupled to a different Additional Variable ¥ across
a phase interface between fluids a and £.

The total source to @, per unit volume due to interaction with other phases is given by:

T(a(p): Z ;/)?] (5.204)
Pra
where:
0=-15)= Y 1{=0 (5.205)

The simplest models for interphase transfer between @, and ¥y take the driving force to be propor-
tional to the difference in bulk Additional Variable values across the phase interface:

fk] =C(;‘};(¢B—<Pa) (5.206)
=d?(ws-a,) (5.207)

The first of these is used if the Additional Variable is defined per unit mass. The latter is used if the
Additional Variable is defined per unit volume.

The coefficients C(;/}] are defined by analogy with heat transfer. For details, see Inhomogeneous In-

terphase Heat Transfer Models (p. 205).

Transfer of an Additional Variable across a phase boundary is described by an additional variable
transfer coefficient 7,4. It is the amount of @, crossing a unit area per unit time per unit difference

in @, across the phase boundary. Thus:

T{:;LTM Aaﬁ(l,[)ﬁ—(pa) , for specific variables (5.208)
T(ad;,)=raﬁ Aaﬁ( ¥Yp- Q)a) , forvolumetric variables (5.209)

So, you have:
dB)=7,p Aug (5210)

It is often convenient to express the Additional Variable transfer coefficient in terms of a dimensionless
Sherwood number Sh, analogous to the Nusselt number in heat transfer.

_I'Sh

="y (5.211)

The diffusivity scale I is the kinematic diffusivity D for a volumetric variable, and the dynamic diffus-
ivity p D for a specific variable.
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5.11.1.1.Particle Model Correlations

In the particle model, the diffusivity scale I" is that of the continuous phase, and the length scale
d is the mean diameter of the dispersed phase:
Iy Shyp
Taﬁ= dﬁ

(5.212)

For laminar forced convection around a spherical particle, theoretical analysis shows that Sh=2.
For a particle in a moving incompressible Newtonian fluid, the Sherwood number is a function of

the particle Reynolds number Re and the Additional Variable Prandtl number Pr=y_/ (p D)a.
Details on the models available in CFX for Additional Variable transfer are available. For details, see
Particle Model Correlations in the CFX-Solver Modeling Guide. Some additional details for the Interface
Flux model are provided below.

 Interface Flux

You specify directly the interfacial flux F;, from Additional Variable @, in fluid 1 to Additional
Variable ¥, in fluid 2 of a specified fluid pair. This is the rate of Additional Variable transfer per
unit time per unit interfacial area from phase 1 to phase 2. Hence, the amount of Additional
Variable transferred to fluid 2 from fluid 1 per unit volume is given by:

Ty1==T1=A1; Fyy (5.213)

F,, may be given as a constant or an expression.

Typically, F;, will be a function of the fluid 1 and fluid 2 Additional Variable fields, and possibly
other variables. In this case, you may accelerate convergence of the coupled solver by also spe-

cifying optional fluid 1 and fluid 2 Additional Variable flux coefficients.

oF,, oF,, . .
€~ >0, Ry, >0, ifvolumetric
5.214
~6F12>0 ~0F21>0 if i ( )
c~Gp 20, cx7m20, ifspecific

The solver takes the absolute value of these flux coefficients to ensure that they are positive.

This is required for numerical stability. The partial derivatives need not be computed exactly; it

is sufficient for the specified coefficients to simply approximate the partial derivatives. Specification
of Additional Variable flux coefficients affects only the convergence rate to the solution of the
coupled transfer equations; it does not affect the accuracy of the converged solution.

For example, the simple model using a transfer coefficient multiplied by bulk specific Additional
Variable differences may be recovered using:

F12=—F21=C((p1—l/)2) , C=C,=C (5.215)

5.11.1.2. Mixture Model Correlations

If you are using the mixture model, the Sherwood number is defined in terms of a mixture diffusivity
scale and the mixture length scale:
IapShep

daﬁ , I“aﬁ=ra Fa+rﬁl“/; (5.216)

Taﬂ=
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5.11.2. Homogeneous Additional Variables in Multiphase Flow

Homogeneous Additional Variables are assumed to have the same values for all phases, that is,

D =P 1<asN, (5.217)
and are described by the following bulk transport equation:
%(p(pﬁv-(pqu—F Vo)=S (5.218)
where:
Np Np Np
1
p=zrapa;U=ﬁ Zrapa Ua/F=ZraFa (5.219)
a=1 a=1 a=1

Homogeneous diffusive transport equations exclude the advection term from Equation 5.218 (p. 224),
while homogeneous Poisson equations exclude the advection and transient terms.

Homogeneous Additional Variables are available for both homogeneous and inhomogeneous flow.
However, in most cases, the homogeneous assumption is inappropriate for volumetric Additional
Variables. For this reason, only specific Additional Variables are permitted to be homogeneous in
Ansys CFX.

5.12.Sources in Multiphase Flow

The following topics will be discussed:
+ Fluid-specific Sources (p. 224)

+ Bulk Sources (p. 224)

5.12.1.Fluid-specific Sources

Fluid-specific sources are very similar to those for a single phase, except that they are implemented
on a phase basis. For details, see Sources (p. 69).

You may need to multiply a multiphase source by the volume fraction. For details, see Sources in
Multiphase Flow in the CFX-Solver Modeling Guide.

5.12.2.Bulk Sources

Sources in multiphase flow often have the property that they scale with volume fraction, that is, as
the volume fraction source goes to 0, the source also goes to 0. Bulk sources satisfy this property.
They are applied at a fluid-independent level, and are therefore automatically added to the equations
of all fluids for which they are relevant.

5.13.Interphase Mass Transfer

Interphase mass transfer occurs when mass is carried from one phase into another. It is applicable to
both the inhomogeneous and homogeneous multiphase models. For details, see Interphase Mass
Transfer in the CFX-Solver Modeling Guide.
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Mass transfer is represented by sources in the phasic continuity equations:

%(rapa%v'(rapa Ua)=5a+1"a (5.220)

+ 8, describes user specified mass sources. For details, see Sources (p. 69).

« I', is the mass source per unit volume into phase a due to interphase mass transfer. This is expressed
as follows:

Ny
o= \Tag (5.221)
=

* Iqp is the mass flow rate per unit volume from phase 8 to phase a.You must have:
NP

Tap=-T5a= D\ T'a=0 (5.222)
a=1

As it is important to keep track of the direction of mass transfer processes, it is convenient to express
Iqp as follows:

Tap=Tap—T e (5.223)

* The term: F;ﬁ>0 represents the positive mass flow rate per unit volume from phase 8 to phase a.

For mass transfer processes across a phase interphase, it is useful to express the volumetric mass sources
in terms of mass fluxes:

['aB: fn,m Aa[g (5.224)

. rhaﬁ is the mass flow rate per unit interfacial area from phase f8 to phase a, and A,z is the interfacial
area density between the phases.

As interfacial area is commonly proportional to volume fraction, this permits automatic linearization of
mass transfer terms relative to volume fraction.

By default, A,p is the clipped interfacial area density, which does not reach zero as volume fraction

goes to zero, being limited to a small clipping value. Using the clipped interfacial area density can be
useful because it serves as a crude nucleation model for some kinds of mass transfer. Note that the
droplet condensation model does not use the clipped interfacial area density for nucleation; instead, it
uses an explicit nucleation model.

In some cases, using the clipped interfacial area density can prevent obtaining a mass-conserving
solution. If so, using the unclipped interfacial area density may give better results. To use the unclipped
interfacial area density, set expert parameter i pnmt area density clip = f.

The clipping value is obtained by using the specified minimum volume fraction (see Minimum Volume
Fraction in the CFX-Solver Modeling Guide) in the calculation of interfacial area density.

5.13.1.Secondary Fluxes

The mass source terms affecting the continuity equations, I',g are referred to as primary mass
sources. Clearly, if mass transfer occurs between phases, then this also induces additional sources

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates. 225



Multiphase Flow Theory

and sinks between all other transport equations. These are referred to as secondary sources, or
secondary fluxes, due to mass transfer.

The default form of the secondary source terms for a transported variable ¢_ is:
Np

SMa= ; (FIZB q’ﬁ_r;-?a ('00() (5.225)

That is, mass transfer from a phase 8 into a phase a carries the bulk conserved quantity ®p into phase
a.This is referred to as an upwind formulation, as the upwinded value is carried out of the outgoing

phase, and into the incoming phase.

This default formulation is modified in certain circumstances, in order to take account of discontinu-
ities in the transported variable at the phase interface, for example, enthalpy in the case of phase
change. For details, see The Thermal Phase Change Model (p. 229).

5.13.2.User Defined Interphase Mass Transfer
For advanced applications, it is possible to specify directly the interphase mass transfer sources.

If the interphase mass flux rha[; between any pair of phases is specified, the volumetric mass source
is computed internally by multiplying by interfacial area density:
Fa[g:maﬁ Aaﬁ (5.226)

+ Alternatively, you may directly specify the volumetric mass source, or interphase mass flow, I',z.

In both cases, all transport equations are automatically assigned default secondary sources of the
upwinded form:

SMa,8=(r o Pp=T B <,0a) (5.227)

This default form of secondary sources may be overridden in CCL.

5.13.3.General Species Mass Transfer

Consider the interphase mass transfer of a component A that is present in two phases a and (. There
are several different but related variables for measuring the concentration of component A in a mixture
that contains it.

¢4,=Molar Concentration of ComponentA in phase «a

pAa=Mass Concentration of Component Ain phase «a
(5.228)
X 4o=Mole Fraction of Component A in phase «a

Y j.=MassFraction of Component A in phase «a

These are related at follows:

Xpa=7 (5.229)
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5.13.3.1.Equilibrium Models

Consider two phases a, 8, which contain a component A, and consider the situation where the
component A is in dynamic equilibrium between the phases. Typically, the concentrations of A in
each phase are not the same. However, there is a well defined equilibrium curve relating the two
concentrations at equilibrium. This is often, though not always, expressed in terms of mole fractions:

Xoa=f (XAB) (5.230)

For binary mixtures, the equilibrium curve depends on temperature and pressure. For multicompon-
ent mixtures, it also depends on mixture composition. The equilibrium curve is in general monotonic
and nonlinear. Nevertheless, it is convenient to quasi-linearize the equilibrium relationship as follows:

X 4a=Knap Xap Kaep=mole fraction equilibrium ratio (5.231)

Other useful forms of the equilibrium relationship are:
Y 1e=Kaap Yap Kaqp=mass fraction equilibrium ratio
Caa=Kaap cap  Kaep=molar concentration equilibrium ratio (5.232)

pAaszlaB Pag Kﬁaﬂzmass concentration equilibrium ratio

The various equilibrium ratios are related as follows:

C P
KZaﬁ:KZaﬂ:C_; Kﬁaﬂ:p_; K:Zaﬁ (5.233)

5.13.3.1.1.Raoult’s Law

In gas-liquid systems, equilibrium relationships are most conveniently expressed in terms of the
partial pressure of the solute in the gas phase.

It is well known that, for a pure liquid A in contact with a gas containing its vapor, dynamic
equilibrium occurs when the partial pressure of the vapor A is equal to its saturated vapor pressure
at the same temperature.

Raoult’s law generalizes this statement for the case of an ideal liquid mixture in contact with a
gas. It states that the partial pressure P44 of solute gas A is equal to the product of its saturated

vapor pressure P, .. at the same temperature, and its mole fraction in the liquid solution X .
PA9=PAsat Xa (5.234)

If the gas phase is ideal, then Dalton’s law of partial pressures gives:
PAg=XAg Pg (5235)

and Raoult’s law in terms of a mole fraction equilibrium ratio:
PAg:PAsat XAI (5.236)

5.13.3.1.2.Henry’s Law

In the case of a gaseous material A dissolved in a non-ideal liquid phase, Raoult’s law must be
generalized. Henry’s law states that a linear relationship exists between the mole fraction of A
dissolved in the liquid and the partial pressure of A in the gas phase. This is:
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Pag=H"X (5.237)

H* is Henry’s constant for the component A in the liquid /. It has units of pressure, and is known
empirically for a wide range of material pairs, especially for common gases dissolved in water. It
is strongly dependent on temperature.

Henry’s law may also be combined with Dalton’s law in order to express it in terms of a mole

fraction equilibrium ratio:
X

HAI
Xug=K" X4, KX:P—g (5.238)

Unfortunately, there is no common convention on the definition of Henry’s constant. Another
definition in common use relates the partial pressure in the gas to the molar concentration in the
liquid:
C
Pag=H’cy (5.239)

The two definitions of Henry’s constant are related by:
H* X =H c, (5.240)

5.13.3.2.Two Resistance Model with Negligible Mass Transfer

Due to the presence of discontinuities in concentration at phase equilibrium, it is, in general, not
possible to model multicomponent mass transfer using a single overall mass transfer coefficient.
Instead, it is necessary to consider a generalization of the Two Resistance Model previously discussed
for heat transfer. For details, see The Two Resistance Model (p. 207).

Consider a species A dissolved in two immiscible phases a and (. The basic assumption is that
there is no resistance to mass transfer at the phase interface, and hence the equilibrium conditions
prevail at the phase interface.

Also, it is assumed in this section that the total mass transfer due to species transfer is sufficiently
small that primary mass sources to the phasic continuity equations are neglected. Hence, secondary
mass fluxes to the species mass transfer equations are also ignored.

Molar Concentration of 4

A |
I
|:.|.'I:I'.|.S |
I
I

C.n.‘lll'a. BS

A
Efas CAE,

Phase Interface Phase [
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You model the component mass transfer using mass transfer coefficients ki, k/C;, defined on either

side of the phase interface. These are usually defined so that driving forces are defined in terms of
molar concentration differences. Thus, the molar flux of A to phase a from the interface is:

c
nAa=ka(CAas_CAa) (5.247)

and the molar flux of A to phase f§ from the interface is:
nag=k§( cags—cap) (5.242)

Multiplying through by the molar mass of A, this determines the mass fluxes as follows:

Mass flux of A to phase a from the interface:

mA“=k;(pAas_pAa)
Mass flux of A to phase f from the interface:

m Aﬂ=k§( Pags pAﬂ] (5.243)

In order to eliminate the unknown interface values, Equation 5.242 (p. 229) and Equation 5.243 (p. 229)
must be supplemented by the equilibrium relation between J and Pps: This is most conveniently

expressed using the molar concentration equilibrium ratio:
C C
Caas=K" Caps=p ,, ZK" Py, (5.244)

The mass balance condition:
My, +Myp=0 (5.245)

may now be combined with the quasi-linearized equilibrium relationship Equation 5.244 (p. 229) to
determine the interface mass concentrations:

Kep, +kgp
Lagg_, te P (5.246)
K ~Pass™ KOG kG

These may be used to eliminate the interface values in Equation 5.242 (p. 229) and Equa-
tion 5.243 (p. 229) in order to express the interfacial mass fluxes in terms of the phasic mass concen-

trations:
C

1 _1

Mye= ‘mAB=kZ/3(KC pAﬁ_pAa) " Kap - ke ¥ (5.247)

e

5.13.4.The Thermal Phase Change Model

This model describes phase change induced by interphase heat transfer; it may be used to simulate
boiling and condensation, or melting and solidification. For example, it may be used to model con-
densation of saturated vapor bubbles in sub-cooled liquid, or evaporation of saturated bubbles in
superheated liquid.

This section discusses the theory. For modeling information, see Thermal Phase Change Model.
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It is essential to consider the heat transfer processes on each side of the phase interface. Hence, the
Two Resistance model for interphase heat transfer must be used in conjunction with the Thermal
Phase Change model. For details, see The Two Resistance Model (p. 207).

Recall that, in this case, the sensible heat flux to phase a from the interface is:
q,=ho(Ts~Te) (5.248)

and the sensible heat flux to phase  from the interface is:

qﬁ=hﬁ( Ts~Tp) (5.249)

* h, and hg are the phase a and phase f heat transfer coefficients respectively.

+ The interfacial temperature is determined from considerations of thermodynamic equilibrium.
Ignoring effects of surface tension on pressure, assume T=T,;, the saturation temperature.

Note that this is in contrast to the case where there is no mass transfer. In that case, the interfacial
temperature is determined from the sensible heat balance qa+qB=O.

In the case of interphase mass transfer, the interphase mass transfer is determined from the total
heat balance, as follows.

Total heat flux to phase a from the interface:
Q,=9,*Mqp Hos (5.250)

Total heat flux to phase f from the interface:
Qp=dy=Map Hps (5.251)

. rhaﬁ denotes mass flux into phase a from phase £.

* Hgs and Hpgg represent interfacial values of enthalpy carried into and out of the phases due to phase
change, see below for details.

The total heat balance Qa+Qﬂ=0 now determines the interphase mass flux:

9opt e

=57 5.252
maﬁ Hﬁg_HaS ( )
The secondary heat flux term must be modified in order to take account of the discontinuity in static
enthalpy due to latent heat between the two phases. This is achieved using a modification of the
upwind formulation Equation 5.227 (p. 226), due to Prakash [53]. In this formulation, the bulk fluid
enthalpy is carried out of the outgoing phase, as in the default upwind formulation. However, the
saturation enthalpy is carried into the incoming phase. Thus:

ma[;> 0=>H0(S=H0(sat , H[;S=Hﬁ

. (5.253)
ma[)’<0:>Has=Ha ’ HﬁszHﬁsat
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5.13.4.1.Wall Boiling Model

Wall boiling starts when the wall temperature becomes sufficiently large to initiate the activation
of wall nucleation sites. This activation temperature is typically a few degrees above the saturation
temperature. However, at this stage, the average temperature of the liquid in the vicinity of the
heated wall is still well below the saturation temperature, hence in the sub-cooled boiling regime.

Evaporation starts in the microscopic cavities and crevices, which are always present on the solid
surface. Liquid becomes supersaturated locally in these nucleation sites, leading to the growth of
vapor bubbles. The bubbles detach when they are sufficiently large that external forces (inertial,
gravitational, or turbulent) exceed the surface tension forces that keep them attached to the wall.
As a bubble departs from the wall, it is displaced by subcooled liquid, after which the nucleation
site is free to create another bubble. In regions of the wall not affected by bubble growth, the wall
heat transfer to the liquid may be described by single phase convective heat transfer.

It is clear that detailed physics of bubble growth is very complex, and occurs on very small length
scales in the vicinity of the wall. It is unrealistic to model the detailed physics in a phase-averaged
Eulerian multiphase model. It is also unrealistic to resolve the small length scales with ultra-fine
meshes. The model described here is a so-called mechanistic model, which aims to model the im-
portant physical sub-processes using engineering correlations. The model is a sub-grid scale model|,
in the sense that the complex physics is assumed to take place in a vicinity very close to the wall
that is smaller than the mesh resolution at the wall.

The first and most well-known model of this kind was formulated by Kurul and Podowski (1991)

[159], from the Rensselaer Polytechnic Institute. It is known as the RPI model. In this model, a

number of the sub-models of the overall mechanistic model were taken from correlations originally
developed for exploitation in one-dimensional thermo-hydraulic simulation methods. This model

was implemented in CFX-4, with the near-wall distance taking the place of the centerline wall distance
in the one-dimensional models. Unfortunately, this lead to results that were strongly mesh-depend-
ent.

In the implementation in CFX-5.7.1, Egorov et al. formulated modifications of the one-dimensional
correlations with the aim of restoring mesh independence to the results. This modification of the
original RPI model is described here.

The following topics are discussed:
5.13.4.1.1. Partitioning of the Wall Heat Flux
5.13.4.1.2.Sub-models for the Wall Boiling Model
5.13.4.1.3.Determination of the Wall Heat Flux Partition

+ Partitioning of the Wall Heat Flux (p. 231)
+ Sub-models for the Wall Boiling Model (p. 233)

For more information about the wall boiling model and its usage, see Wall Boiling Model in the
CFX-Solver Modeling Guide.

5.13.4.1.1. Partitioning of the Wall Heat Flux

A fundamental feature of the mechanistic model of wall nucleation is the algorithm for deciding
how the wall heat flux is to be partitioned among the separate physical processes of evaporation
and sensible heating of the fluids in contact with the wall. In regions of the wall not influenced
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by nucleation sites, it is sufficient to consider the wall heat flux as contributing solely to single-
phase liquid convective heat transfer. However, in the vicinity of the nucleation sites, some of

the heat contributes to vapor production, and the remainder to super heating of the liquid phase
as it displaces the rising bubbles. This latter process is known as quenching.

Hence, the mechanistic heat partitioning model has the following structure:
Q,=0.+Q,+Q,

where @Q_ is the heat flux corresponding to convective heat transfer, @, is the evaporation heat
flux, and Qq is the heat flux corresponding to quenching.

The heat partitioning model considers the whole wall surface area as being separated into three
fractions:

+ Fraction Aq is the fraction of wall area covered by a liquid film, influenced by vapor bubbles
formed on the wall.

» Fraction Ac g is the fraction of wall area that is in direct contact with vapor and therefore
subject to convective heat transfer to vapor.

» Fraction A is the rest of the wall area, with 4. |=1-Ac g—Aq.
For details on the calculation of these wall area fractions, see Area Influence Factors (p. 235).

The wall area fraction A_ | represents the part of the wall surface that does not 'feel' the presence

of the vapor phase. The wall heat flux for this part of the surface is modeled in a similar way as
for the single-phase flow of pure liquid, by using the turbulent wall function procedure in the
case of turbulent flow. This flux, called the convective heat flux QC, can be correlated for turbulent

flow as:
Qc= Qc_l+ Qc_g=AC_l hc_l( Tw_ Tl) +Ac_g hc_g( TW- Tg)

where:

. ch and ch are the convective heat fluxes to the liquid and vapor, respectively.

« T is the temperature of the solid wall.
* T, is the temperature of the liquid at the wall.
*+ Ty is the temperature of the vapor at the wall.

* h., is the turbulent heat transfer coefficient for liquid, which depends on the velocity field and
on the near-wall grid cell size. Kurul and Podowski (1991) [159] modeled h. using a one-di-
mensional Stanton number correlation. Egorov and Menter (2004) [163] modeled h,. | using the
turbulent wall function. _

* hcg is the turbulent heat transfer coefficient for vapor.
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The wall area fraction Aq represents the part of the wall surface that exchanges heat with both
phases. The already mentioned heat flux @, comes from this part of the surface and is consumed

for evaporation of the initially sub-cooled liquid:
Qezm(hg,sat_h]) (5.254)

where m is the evaporation mass transfer rate per unit wall area, and hg s, and hy are the specific
enthalpies of the saturated vapor and sub-cooled liquid, respectively.

The wall heat flux that passes to the liquid through Aq applies after a bubble departs and before
the next bubble forms at the same nucleation site. This additional mechanism of heating the liquid
phase is called quenching, and is modeled as:

Qq=Aq ha( Tw~T)

The area fraction values A; | and Aq play an important role in the heat-partitioning model. They
are related to the nucleation site density per unit wall area n and to the influence area of a single
bubble forming at the wall nucleation site. The latter value is modeled by introducing the bubble
departure diameter value d,,, which can generally serve as a length scale of the wall boiling
mechanism. The RPI model assumes that the diameter of the bubble influence zone is twice as
large as d,,, therefore the non-dimensional area fraction of the bubble influence is:

Aq=min[nd§v-n,min(Ae_maX,1)) (5.255)
with Agmax used as shown in Equation 5.259 (p. 237).

Here, the diameter of the bubble influence is implicitly twice the bubble departure diameter.
Note that the latter can be controlled via the Bubble Departure Diameter settings (see RPI
Model in the CFX-Solver Modeling Guide).

It should be noted that, for the evaporation rate m and corresponding heat flux @, (Equa-

tion 5.254 (p. 233)), the upper limit of Equation 5.255 (p. 233) for bubble influence area fraction
does not apply. Instead of using a factor of Aq as defined by Equation 5.255 (p. 233), the m value
is directly modeled as being proportional to the nucleation site density n.

5.13.4.1.2. Sub-models for the Wall Boiling Model

As mentioned in the previous section, the two most important parameters governing the heat
partitioning model are the nucleation site density n and the bubble departure diameter d,,. In
the RPI wall-boiling model they are correlated to the wall superheat ATsuyp=T ;= Tsax and to
the near-wall liquid sub-cooling AT, =T, Tiiq, respectively.

The following topics are discussed:
5.13.4.1.2.1.Wall Nucleation Site Density
5.13.4.1.2.2.Bubble Departure Diameter
5.13.4.1.2.3.Bubble Detachment Frequency
5.13.4.1.2.4.Bubble Waiting Time
5.13.4.1.2.5. Area Influence Factors
5.13.4.1.2.6. Convective Heat Transfer
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5.13.4.1.2.7.Quenching Heat Transfer
5.13.4.1.2.8.Evaporation Rate

5.13.4.1.2.1.Wall Nucleation Site Density

The model for wall nucleation site density adopted in the RPI model is that of Lemmert and
Chawla (1977) [164]:

n[rrrz]:(m(ATsup[K]))p m=210, p=1.805

Note that the wall superheat in the above equation cannot be negative. Its negative value
means that the wall temperature drops below the saturation temperature, where there is no
boiling and the heat partitioning model is not used.

This model was implemented in CFX-4 with parameter m=185, giving an overall correction
factor of 0.8. Egorov and Menter (2004) [163], conjecturing that this was a deliberate alteration
by the RPI group, related to the corresponding factor in the bubble waiting time model. Egorov
and Menter also reformulated the correlation as follows:

p
n:nref( A TSUP/ A Tref)

where n.,;=0.8x9.922E+5 [m2] and AT,.=10 [K]. This formulation avoids fractional powers
of physical dimensions, hence is more amenable to the use of different unit systems.

Alternative correlations have been proposed for nucleation site density by Kocamustafaogullari
and Ishii (1983) [160].

5.13.4.1.2.2.Bubble Departure Diameter

Kurul and Podowski (1991) [159] adopted the correlation for bubble departure diameter due
to Tolubinski and Kostanchuk (1970) [165]:

AT
dw:min(dref-exp(— AT?ZE ],dmax) (5.256)

The parameters of the model are dimensional (d,.x=1.4 [mm], d,.s=0.6 [mm], AT, =45 [K])
and are chosen to fit pressurized water data. Hence the model is clearly not universal. Negative
liquid sub-cooling is possible here, where it means onset of the bulk boiling. Limiting the bubble
departure diameter applies to this situation and prevents d,, from growing too high.

Note that the model is strongly dependent on a liquid temperature scale. In the original exper-
imental data, this was taken as the pipe center-line temperature. CFX-4 used the cell-center
value in near wall cells, but this proved to give mesh-dependent results. Egorov and Menter
restored mesh independence by using the logarithmic form of the wall function to estimate
the liquid temperature, T), at a fixed value of y*=250. Ansys CFX uses this method, with a
user-modifiable value of y*.
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5.13.4.1.2.3.Bubble Detachment Frequency

The computation of the evaporation rate m requires an additional model parameter, namely
the frequency of the bubble detachment from the nucleation site. The model adopted by
Kurul and Podowski is that due to Cole (1960) [166]:

Note that, due to its dependence on gravity, this correlation is taken from pool boiling. It is
simply estimated as the bubble rise velocity divided by the bubble departure diameter. The
drag coefficient factor Cp, was taken to be unity by Ceumern-Lindenstjerna (1977) [169].

5.13.4.1.2.4.Bubble Waiting Time

Kurul and Podowski (1991) [159] employed the model of Tolubinski and Kostanchuk (1970)
[165]. This fixes the waiting time between departures of consecutive bubbles at 80% of the
bubble detachment period:

_0.8
tu=—F (5.257)

The numerator in this equation is adjustable in Ansys CFX.
5.13.4.1.2.5. Area Influence Factors

Recall from Partitioning of the Wall Heat Flux (p. 231) that Kurul and Podowski assumed a dia-
meter of influence of a nucleating bubble equal to twice the bubble departure diameter d,,.
Encoding this as a user-modifiable parameter F', (default value = 2), the area fraction of the
bubble influence is given by:

F2d?

Aq=min i = -n,min(Ae,maX,l)

with Aemax used as shown in Equation 5.259 (p. 237).

The area fraction Ac g is computed as follows:

1-rg 20(1-r, crit)
Ac_g:1—0-5( 1-r, ) Tg>Terit

crit

(5.258)
r
AC_g:O'SeXp[ZO(rg_rcrit)]'Tit TgSTerit

where:
* rg is the vapor volume fraction.
* I'gic IS the critical volume fraction above which convective heat transfer to vapor is important.

*+ Acg is the fraction of wall area that is in direct contact with vapor and therefore subject to
convective heat transfer to vapor.
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The area fraction A_ ), which is subject to single phase liquid convective heat transfer, is limited
from below by a small value, so its actual form is:

A =max(1071-44-Ac )

5.13.4.1.2.6. Convective Heat Transfer

As discussed in Partitioning of the Wall Heat Flux (p. 231), single-phase convective heat transfer
to the liquid phase is modeled using the turbulent wall function (Egorov and Menter 2004
[163]).

QCJ:AC_] hc_l( Ty~ T])

This replaces the mesh dependent Stanton Number correlation originally employed by Kurul
and Podowski (1991) [159].

The single-phase convective heat transfer to the vapor phase is:
Qeg=Acg he o Tw=Té)

5.13.4.1.2.7. Quenching Heat Transfer

As discussed in Partitioning of the Wall Heat Flux (p. 231), quenching heat transfer to the liquid
phase in the area of influence of the vapor phase is modeled using a quenching heat transfer
coefficient:

Qu=Aqho(Tw=T))

In order to close the model, the quenching heat transfer coefficient hq, participating in the
quenching heat flux to liquid, must be defined. This value depends on the waiting time between
the bubble departure and the next bubble formation.

With this value, the quenching heat transfer coefficient is correlated as:
tw
he=2A f a

where alzll/(Cpl pl) is the liquid temperature conductivity coefficient. (Mikic and Rohsenow
1969 [167], Del Valle and Kenning 1985 [168]).

As for the case of bubble departure diameter, Egorov and Menter (2004) [163] used the logar-
ithmic form of the wall function to estimate the liquid temperature T at a fixed y* value of
250.

5.13.4.1.2.8.Evaporation Rate

Knowing the bubble departure frequency, as well as the bubble size and the nucleation site
density, one can obtain the evaporation rate as a product of the bubble mass, the detachment
frequency and the site density:
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. nd>
m=—g"p, fn

This was the form adopted by Kurul and Podowski (1991) [159].

Egorov and Menter expressed the evaporation rate in terms of the non-limited area fraction
Ae:

nFad?,
e= 4 ‘n

(unlike Ag, A. can exceed 1).In this case, the evaporation rate obtains the form:

- 1
mer'gdwpgf

which is an extension of the Kurul and Podowski expression and coincides with it when the
Parameter F, is equal to 2 (default value).

In the final form of the evaporation rate, the area fraction factor A, is limited by:

i=min(Ae, Aemax) & dupyf (5.259)

Aemax defaults to 0.5.

5.13.4.1.3.Determination of the Wall Heat Flux Partition

The wall heat flux partition discussed in Partitioning of the Wall Heat Flux (p. 231), together with
the choice of submodels described in Sub-models for the Wall Boiling Model (p. 233), gives the
total heat flux as a complex nonlinear function of the wall superheat ATsup=T\y- Tyt

0 (ATsup) =0, (ATsup) +Qy(ATsup) +Q,(ATsup) +Qy( ATsup)

In the case of an isothermal wall, the four components of the heat flux are computed explicitly
as functions of the given wall superheat. However, in the case of a wall with specified total heat
flux, or specified wall heat transfer coefficient and outside temperature, the above equation de-
termines ATsup implicitly as a function of the total heat supplied to the wall.

5.13.5.Cavitation Model

The tendency for a flow to cavitate is characterized by the cavitation number, defined as:
_b-p,
a— 1 2
2pU

(5.260)

where p is a reference pressure for the flow (for example, inlet pressure), p, is the vapor pressure for

the liquid, and the denominator represents the dynamic pressure. Clearly, the tendency for a flow to
cavitate increases as the cavitation number is decreased.

Cavitation is treated separately from thermal phase change, as the cavitation process is typically too
rapid for the assumption of thermal equilibrium at the interface to be correct. In the simplest cavitation
models, mass transfer is driven by purely mechanical effects, namely liquid-vapor pressure differences,
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rather than thermal effects. Current research is directed towards models that take both effects into
account.

In CFX, the Rayleigh Plesset model is implemented in the multiphase framework as an interphase
mass transfer model. User-defined models can also be implemented.

For cavitating flow, the homogeneous multiphase model is typically used.

5.13.5.1.The Rayleigh Plesset Model

The Rayleigh-Plesset equation provides the basis for the rate equation controlling vapor generation
and condensation. The Rayleigh-Plesset equation describing the growth of a gas bubble in a liquid
is given by:

d'Rs 3(dRs) 25 P, P
Ry~ (dt] "o R Py (5.261)

where Ry represents the bubble radius, p,, is the pressure in the bubble (assumed to be the vapor
pressure at the liquid temperature), p is the pressure in the liquid surrounding the bubble, Py is

the liquid density, and o is the surface tension coefficient between the liquid and vapor. Note that
this is derived from a mechanical balance, assuming no thermal barriers to bubble growth. Neglecting
the second order terms (which is appropriate for low oscillation frequencies) and the surface tension,
this equation reduces to:
dRp
dt

D,~D
Ps

(5.262)

wino

The rate of change of bubble volume follows as:
dVB d(4 2 pv_p
(3 R)=an RG\§ (5.263)

and the rate of change of bubble mass is:

dmg dVB 2 P, P

If there are N bubbles per unit volume, the volume fraction rg may be expressed as:

rg=V;Ny=5 1 Ry Ny (5.265)

and the total interphase mass transfer rate per unit volume is:

. dmg 3TgPy [ D,~D
Myo=Np~qt =R, \3 7; (5.266)

This expression has been derived assuming bubble growth (vaporization). It can be generalized to
include condensation as follows:

. 3rgp ,2 |P ‘Pl
mfng RBg 3 p sgn(pv—p) (5.267)

where F is an empirical factor that may differ for condensation and vaporization, designed to account
for the fact that they may occur at different rates (condensation is usually much slower than vapor-
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ization). For modeling purposes the bubble radius Ry will be replaced by the nucleation site radius
Rnuc-

Despite the fact that Equation 5.267 (p. 238) has been generalized for vaporization and condensation,
it requires further modification in the case of vaporization.

Vaporization is initiated at nucleation sites (most commonly non-condensable gases). As the vapor
volume fraction increases, the nucleation site density must decrease accordingly, because there is
less liquid. For vaporization, rg in Equation 5.267 (p. 238) is replaced by rnuc(l—rg) to give:

. 3rnuc(1_rg)p 2 |p _pl
yo=F 53— sen(p,p) (5.268)

where ry,,. is the volume fraction of the nucleation sites. Equation 5.267 (p. 238) is maintained in
the case of condensation.

To obtain an interphase mass transfer rate, further assumptions regarding the bubble concentration
and radius are required. The Rayleigh-Plesset cavitation model implemented in CFX uses the following
defaults for the model parameters:

* Rye=1 um
s Iruc=5E-4
» Fugp=50

- F_,,4=0.01

For an illustration and a validation of the Rayleigh-Plesset cavitation model see Bakir et al. [148]

5.13.5.2.User Defined Cavitation Models

Additional information on creating a user-defined model is available. For details, see User Defined
Cavitation Models in the CFX-Solver Modeling Guide.

When using a user-defined cavitation model, the CFX-Solver will perform generic linearizations for
the volume fraction and volume continuity equations to help stability and convergence. The satur-
ation pressure is used by the CFX-Solver in linearizing the cavitation rate against pressure.

5.13.6.The Droplet Condensation Model

The Droplet Condensation Model is useful for situations where a dry (or near-saturation) two-phase
flow undergoes rapid pressure reduction leading to nucleation and subsequent droplet condensation.
It is also useful to model additional condensation when droplets are already present in significant
quantities. Typical applications include low-pressure steam turbines, in which context this model is
also referred to as the Nonequilibrium Steam (NES) model. Such flows are typically transonic. The
droplet phase can enter through the inlet or appear through various nucleation mechanisms, including
homogeneous (volumetric) and heterogeneous (surface) nucleation. Presently, only one homogeneous
nucleation model is available for selection based on Classical theory. Heterogeneous and alternate
homogeneous nucleation models can be supplied using the available user-defined option.
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The Droplet Condensation Model differs from the Thermal Phase Change model (see The Thermal
Phase Change Model (p. 229)) in that the droplet diameter is calculated as part of the model rather
than as a user input. This leads to improved accuracy. In order to do this a transport equation for
droplet number must also be solved, which has as its source term nucleation contributions. This
model differs from the Equilibrium Phase Change model (see Equilibrium Phase Change Model in the
CFX-Solver Modeling Guide) in that it does not assume the flow to instantaneously reach equilibrium
conditions, and therefore implicitly includes losses due to thermodynamic irreversibility.

In the following discussion, we consider a homogeneous multiphase system, in which the droplets
move with the same velocity as the continuous phase. However, the model has been generalized to
inhomogeneous systems as well.

The system of equations involves one continuous phase and any number of dispersed (condensed)
phases. The condensed phases travel at the speed of the continuous phase. Any combination of
condensed phases can exist in the solution so that for the continuous phase, c, mass conservation
becomes:

0 pc re nd

at +aixi(f’c Uj rc):—;(&ﬁm* re ]d) (5.269)

where the mass sources are summed over the nd condensed phases. The condensed phases can
change size by condensation or evaporation.

For a condensed phase, d, mass conservation is:

dp.ry

where each dispersed phase has a corresponding number equation of the form:

0p, Ny P
ot +a_Xi('0duiNd):pdrc]d (5.271)

Here, ]d is the nucleation model with units defined as the number of droplets generated per unit
time per unit volume of vapor and m* is the nucleated droplet mass based on RZ, the critical radius
at formation of the dispersed phase, which is defined as:

R;=—%2 5272
"p AG (5.272)

where ¢ is the liquid surface tension, and AG" is the Gibbs free energy change at the critical radius
conditions.

Note that the droplets are transported with the mixture velocity because no slip is assumed between
the phases. The usual constraint applies for the continuous-phase (c) and condensed-phase (d) volume

fractions where:
nd

ret D re=1 (5273)
=1

In addition, global continuity and momentum equations are also solved as described in Homogeneous
Hydrodynamic Equations (p. 186). By default, the CFX-Solver uses the following equation for continuous
phase energy, in total enthalpy form:
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dprHe  gp 9 oT
#—FCW +a—Xi('0CrCuiHC):a_Xi(rtrca_Xi)+SH (5.274)

A viscous work term can optionally be included, but is usually negligible. A similar energy transport
equation can be applied for the dispersed phases, either in the context of small or large droplets as
will be discussed subsequently.

The Droplet Condensation model can be used for both small and large droplets. However, small and
large droplets use different models for heat transfer and phase change. For large droplets, the heat
transfer and phase change models described by the Thermal Phase Change model should be used.
For small droplets (less than 1 um) the Small Droplet heat transfer model is appropriate; it sets the
droplet temperature to

R*
Ty=Ts(P)-Ts R—j (5.275)

where T refers to the saturation temperature, T refers to the supercooling level in the gas phase,
R, is the droplet radius.

For small droplets, the interphase heat and mass transfer models are also modified to include the
influence of the Knudsen (Kn) number on the Nusselt number. The Kn dependence is required because
droplet sizes vary significantly from the initial nucleated radius (in a non-continuum regime) in the
range of angstroms.

The droplet growth rate can be computed according to either of the following growth models:

+ Gyarmathy [233]:

dRy k. T4-Tg
dt =ded(1+c Kn)( hg~hy ] (5.276)
* Young [234]:
dRy ke Ty~ Tg
at =ded(T}gKn +c(1—v)%) ( hg~hy ] (5.277)
where:
+ Kn represents the Knudsen number, defined as:
Kp = mean free path:C @ 5278)
2Ry mfp 2R .p

where:
~ Cmfp represents a mean free path coefficient with a default value of 1.5.
* hg—hg is the latent heat of vaporization.

+ B is a coefficient that adjusts the distance from the droplet at which continuum processes, as op-
posed to free-molecular processes, occur, with typical values between 0 and 2.

* Pr is the Prandtl number.
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* and

RTS Z_QC(]/+1)(CpgTS ))
-0 | 05— 27
where:

- g, is the condensation coefficient.

- Cpg is the heat capacity of the gas.

- «a is the growth coefficient that relates the condensation coefficient with the evaporation coeffi-
cient. The default value of « is 9.

For a detailed review of droplet condensation models for steam, see [235].

The growth model is subsequently used to compute the interphase mass transfer rate in conjunction
with an interfacial area density to be described later in this section.

The source of droplets into the domain is based on a nucleation model, which for classical nucleation
models has the form of:

J=4 eXp( - ,f ?g ) (5.280)

where A is a constant determined by the particular nucleation model, k is Boltzmann's constant, and
Tg is the supercooled vapor temperature. To compute the Gibbs free energy change a property
database must be used that evaluates supercooled state properties. This requires an equation of state
for the vapor phase amenable to extrapolation into regions within the saturation zone. The IAPWS

and Redlich Kwong equations of state satisfy this requirement. A user-defined nucleation model can
also be applied, enabling different homogeneous or heterogeneous nucleation models to be employed.

The interaction between the phases by mass transfer depends on calculating the droplet diameter,
which, if a monodispersed distribution is assumed for droplets with a common origin, can be determ-
ined from the droplet number, N. The relevant equation is then:

1
3rg )}
| —d_ 5.281
Re= ( AN, ) 5281
with an interfacial area density defined as:
3ry
PR, (5.282)

The interfacial mass transfer term can then be computed with the known droplet growth rate and
the interfacial area density:
dRy
Sd:pd Bd v (5.283)

which can be used to obtain the heat transfer term:
Su==SqHutPB, Q, (5.284)
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where H,, is an upwinded total enthalpy, its value either for the continuous or dispersed phase de-
pending on the direction of interphase mass transfer. In addition, Qd is the heat transfer (per unit
area) between the dispersed and continuous phase based on:
ke

==\ T4-T 5.285
Since the droplets in condensing systems are generally quite small (less than 1 um), it is assumed
that the droplet temperature is uniform (a zero resistance model between the droplet surface and
its internal temperature). This implies that almost all of the heat transfer either comes from the con-
tinuous phase during evaporation or goes into it during condensation.

The Nusselt (Nu) number underlying Equation 5.276 (p. 241) and Equation 5.285 (p. 243) is corrected
to account for droplet sizes that span a wide Knudsen number (Kn) range (from free-molecular to
continuum). The Nusselt number applied is:

Nu:( 2 (5.286)

1+cKn)

where ¢ is an empirical factor set to 3.18.

5.14.Free Surface Flow

This section describes free surface flow theory, which is the most common application of homogeneous
multiphase flow.

5.14.1.Implementation

The implementation of free surface flow in CFX is essentially the same as multiphase (homogeneous
or inhomogeneous) along with some special discretization options to keep the interface sharp. These
include:

+ A compressive differencing scheme for the advection of volume fractions in the volume fraction
equations.

« A compressive transient scheme for the volume fraction equations (if the problem is transient).

+ Special treatment of the pressure gradient and gravity terms to ensure that the flow remain well
behaved at the interface.

5.14.2.Surface Tension

The surface tension model used in CFX is based on the Continuum Surface Force model of Brackbill
et al. [27]. This models the surface tension force as a volume force concentrated at the interface, rather
than a surface force. Consider the free surface interface shown in the figure below:
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Figure 5.1: Free Surface Interface

Secondary Fluid, &

7 i
7 | )

Primary Fluid, o

Define a Primary Fluid a (the liquid phase) and a Secondary Fluid 8 (usually a gas phase). The surface
tension force given by the Continuum Surface Force model is:

Fup=f 15 0ap (5.287)

where:
faﬁ'= ~O0qp Kap Nopt vs o (5.288)
Sap=|Vragl (5.289)

where o is the surface tension coefficient, n,g is the interface normal vector pointing from the primary

fluid to the secondary fluid (calculated from the gradient of a smoothed volume fraction), V¢ is the
gradient operator on the interface and k is the surface curvature defined by:

Kaﬁ: \Y -na[; (5.290)

The two terms summed on the right hand side of Equation 5.288 (p. 244) reflect the normal and tan-
gential components of the surface tension force respectively. The normal component arises from the
interface curvature and the tangential component from variations in the surface tension coefficient
(the Marangoni effect).

The 6,5 term is often called the interface delta function; it is zero away from the interface, thereby
ensuring that the surface tension force is active only near to the interface.

When the interface between the two fluids intersects a wall, it is possible to account for wall adhesion
by specifying the contact angle, 8, which the interface makes with the wall through the primary fluid.
The interface normal vector used for the calculations of both curvature and the surface tension force
must satisfy the wall contact angle.
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Chapter 6: Particle Transport Theory

Particle transport modeling is a type of multiphase model, where particulates are tracked through the
flow in a Lagrangian way, rather than being modeled as an extra Eulerian phase. The full particulate
phase is modeled by just a sample of individual particles. The tracking is carried out by forming a set
of ordinary differential equations in time for each particle, consisting of equations for position, velocity,
temperature, and masses of species. These equations are then integrated using a simple integration
method to calculate the behavior of the particles as they traverse the flow domain.

This chapter describes:
6.1.Lagrangian Tracking Implementation
6.2. Momentum Transfer
6.3.Heat and Mass Transfer
6.4.Basic Erosion Models
6.5.Spray Breakup Models
6.6.Particle Collision Model
6.7.Particle-Wall Interaction
6.8.Quiasi Static Wall Film Model

The following section describes the methodology used to track the particles.

6.1.Lagrangian Tracking Implementation

Within the particle transport model, the total flow of the particle phase is modeled by tracking a small
number of particles through the continuum fluid. The particles could be solid particles, drops or bubbles.

The application of Lagrangian tracking in CFX involves the integration of particle paths through the
discretized domain. Individual particles are tracked from their injection point until they escape the domain
or some integration limit criterion is met. Each particle is injected, in turn, to obtain an average of all
particle tracks and to generate source terms to the fluid mass, momentum and energy equations. Because
each particle is tracked from its injection point to final destination, the tracking procedure is applicable

to steady-state flow analysis.

The following sections describe the methodology used to track the particles.
6.1.1. Calculation of Particle Variables

6.1.2.Interphase Transfer Through Source Terms

6.1.1.Calculation of Particle Variables

The particle displacement is calculated using forward Euler integration of the particle velocity over
timestep, Ot.
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As (dxp/dt)=Up, the particle displacement is given as:
Xp=x3+Up6t (6.1)

where the superscripts o and n refer to old and new values respectively, and UZ is the initial particle
velocity. In forward integration, the particle velocity calculated at the start of the timestep is assumed
to prevail over the entire step. At the end of the timestep, the new particle velocity is calculated using
the analytical solution to the particle momentum equation:

du
mpd_tp =F g (6.2)
F ,; is the sum of all forces acting on a particle. This equation is an example of the generic transport
equation:
dg, (¢f'¢p) R 63)
dt ~ T
where ¢ is a generic transported variable, subscript f indicates the value of the variable in the sur-
rounding fluid, T is a linearization coefficient and R is a general nonlinear source. The analytical
solution of the generic transport equation above can be written as:
¢p=¢f+(¢g—¢f)exp(—%)+rR( 1—exp(—% )) (6.4)

The fluid properties are taken from the start of the timestep.

In the calculation of forces and values for T and R, many fluid variables, such as density, viscosity

and velocity are needed at the position of the particle. These variables are always obtained accurately
by calculating the element in which the particle is traveling, calculating the computational position
within the element, and using the underlying shape functions of the discretization algorithm to inter-
polate from the vertices to the particle position.

6.1.2.Interphase Transfer Through Source Terms

Just as the fluid affects the particle behavior through forces and, for example, convective heat transfer,
there is a counteracting influence of the particle on the fluid. This effect is termed as coupling between
phases. If the fluid is allowed to influence trajectories but particles do not affect the fluid, then the
interaction is termed one-way coupling. If the particles also affect the fluid behavior, then the inter-
action is termed two-way coupling.

The flow prediction of the two phases in one-way coupled systems is relatively straightforward. The
fluid flow field may be calculated irrespective of the particle trajectories. One-way coupling may be
an acceptable approximation in flows with low dispersed phase loadings where particles have a
negligible influence on the fluid flow.

Two-way coupling requires that the particle source terms are included in the fluid momentum
equations. The momentum sources could be due to turbulent dispersion forces or drag. The particle
source terms are generated for each particle as they are tracked through the flow. Particle sources
are applied in the control volume that the particle is in during the timestep.

The particle sources to the fluid momentum equations are obtained by solving transport equations
for the sources. The generic equation for particle sources is:
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ds
et 9

Where (s ¢, are the contributions from the particles that are linear in the solution variable and Ry

contains all other contributions, including when appropriate a mass transfer term —(dmp/dt)qbp. This

equation has the same form as the general particle transport and is solved in the same way as outlined
above.

The source, S, to be added to the continuous phase is then multiplied by the number flow rate for
that particle, which is the mass flow rate divided by the mass of the particle.

In CFX, the particle source terms are recalculated each time particles are injected. The source terms
are then retained in memory in order that they may be applied each time the fluid coefficients are
calculated. Thus, the particle sources may be applied even though particles have not been injected
in the current flow calculation.

6.2. Momentum Transfer

Consider a discrete particle traveling in a continuous fluid medium. The forces acting on the particle
that affect the particle acceleration are due to the difference in velocity between the particle and fluid,
as well as to the displacement of the fluid by the particle. The equation of motion for such a particle
was derived by Basset, Boussinesq and Oseen for a rotating reference frame:

du
mpd_tP:FD’fFB’fFR‘“FVM‘“FP*FBA (6.6)

which has the following forces on the right hand side:

+ Fp:drag force acting on the particle.

+ Fpg:buoyancy force due to gravity.

+ Fp:forces due to domain rotation (centripetal and Coriolis forces).

* Fy)y: virtual (or added) mass force. This is the force to accelerate the virtual mass of the fluid in the
volume occupied by the particle. This term is important when the displaced fluid mass exceeds the
particle mass, such as in the motion of bubbles.

+ Fp: pressure gradient force. This is the force applied on the particle due to the pressure gradient in
the fluid surrounding the particle caused by fluid acceleration. It is only significant when the fluid
density is comparable to or greater than the particle density.

+ Fy,: Basset force or history term that accounts for the deviation in flow pattern from a steady state.
This term is not implemented in CFX.

The left hand side of Equation 6.6 (p. 247) can be modified due to the special form of the virtual mass
term (see Virtual or Added Mass Force (p. 250)), which leads to the following form of the particle velocity:

dUP 1 ’ 1
dt - Comt (FD+FB+FVM+FP)+m_P Fy (6.7)
Mp+—=3~ Mg
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Only a part of the virtual mass term, F{,M, remains on the right hand side. The particle and fluid mass
values are given by:

mp=% d,s; p, and mF=% df) Py (6.8)

with the particle diameter dp as well as the fluid and particle densities Pp and Py The ratio of the ori-
ginal particle mass and the effective particle mass (due to the virtual mass term correction) is stored in

_ mp _ Pp
Ryw=—c— ="
mpt="Mg - Pp+—2 Pg
LT (6.9)
1_RVM_ Cym
P77 Py

Using Ry, Equation 6.7 (p. 247) can be written as

dUp _Ryy ’ 1
T =m—P(FD+FB+FVM+FP)+m—P Fy (6.10)

Each term on the right hand side of Equation 6.10 (p. 248) can potentially be linearized with respect to
the particle velocity variable Up, leading to the following equation for each term:
T=R+C,;,Up (6.11)

The following sections show the contribution of all terms to the right hand side values R and the lin-
earization coefficient Cj;,.

6.2.1.Drag Force on Particles

The aerodynamic drag force on a particle is proportional to the slip velocity, Us, between the particle
and the fluid velocity:

FD:% Cp P Ar U] Us:% Cp py Ap |Up-U,|(Us-U,) (6.12)

where Cj, is the drag coefficient and A is the effective particle cross-section. The drag coefficient,
Cp, is introduced to account for experimental results on the viscous drag of a solid sphere. The coef-
ficient is calculated in the same way as for Eulerian-Eulerian multiphase flow.

Using the new variable D:(CD Py Ap |U5|)/2, this leads to the following contribution to the right
hand side and linearization coefficient of Equation 6.7 (p. 247):

D Rym
R= Com Up= mp D Uy (6.13)
Mp+—3~ Mg
D Rym
Ciin=- Cum =T mp D (6.14)
Mp+=3~ Mg

The particle momentum source due to drag is calculated from the following equation:

das 1
EZ_FDz_E CDpFAF|US| US (6.15)

The source, S, added to the continuous phase is then multiplied with the number rate for that particle.
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6.2.2.Buoyancy Force on Particles

The buoyancy force is the force on a particle immersed in a fluid. The buoyant force is equal to the
weight of the displaced fluid and is given by

p
FBz(mP_mF) gsz(l‘p_[F)) g:% d;(PP‘PF) ) (6.16)

where g is the gravity vector.

This leads to the following contribution to the right hand side of Equation 6.7 (p. 247):

Pp=Pg Py
R=——"7— g=Rw 1-5.]9 6.17)
Ppt2 Pg

The buoyancy force has no contribution to the particle momentum source into the continuous phase.

6.2.3.Rotation Force

In a rotating frame of reference, the rotation term is an intrinsic part of the acceleration and is the
sum of Coriolis and centripetal forces:

Fr=mp(-202xU,-QxQxrp) (6.18)

As described elsewhere (see Pressure Gradient Force (p. 250) and Virtual or Added Mass Force (p. 250)),
the implemented rotation term also contains contributions from the pressure gradient and the virtual
mass force due to the domain rotation, which leads to the following final contribution of the rotation
term to the right hand side of Equation 6.7 (p. 247).

R=-20xUp-Q2xQ2xrp

_(1_RVM](-2.QxUF—.Qx.erP) (virtual mass force) (6.19)

—RVMZ—i[—ZQXUF—QXerP) (pressure gradient term)

Using the substitutions:

Reorp=-22xU,
Reorp=-2 05U,
RCent: _'QX'QXrP

Equation 6.19 (p. 249) can be written as:
R=RCor,P+ (C_ 1) RCor,F+C RCent (6.20)

where

C=1 if neither pressure gradient nor virtual mass force is taken into account
* C=Ryy if only virtual mass force is taken into account

+ C= 1—pF/ Pp if only pressure gradient force is taken into account

. C=RVM( 1-p./ pP) if pressure gradient and virtual mass forces are taken into account
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The rotation force has no contribution to the particle momentum source into the continuous phase.

6.2.4.Virtual or Added Mass Force

This force is caused by the fact that the particle has to accelerate some of the surrounding fluid,
leading to an additional drag of the following form:

Comt (dUF du,,)

FVM= 2 mF dt - dt (6.21)

If the virtual mass force is included, the coefficient Cy,, is normally set to 1. However, when the virtual
mass force is not included, then Cy,, effectively has the value zero, and Ry, is equal to 1. The second
part of the right hand side contains the particle velocity deviation, hence, it can be brought to the
left hand side of the particle momentum equation (see Equation 6.7 (p. 247)), leading to a modified
effective mass. Considering only steady-state flows, the remaining term can be written as

. C
FVMz% mF(UF vUF‘RF) (6.22)
leading to the following contribution to the right hand side of Equation 6.7 (p. 247):
R=(1-Ryy)(U; VU-R;) (6.23)
with
RF:_Z 0x UF_'QX'erP (6.24)

necessary if the particles are solved in a rotating system. The R term is shifted to the rotation term
(see Equation 6.19 (p. 249)), therefore, the implemented virtual mass term reduces to

R=(1-Ryy)(U: VU,) (6.25)

The particle momentum source due to the virtual mass force is computed from:
as
E :_FVM (6.26)

6.2.5.Pressure Gradient Force
The pressure gradient force results from the local fluid pressure gradient around the particle and is
defined as:

m
FP=—p—§ Vp (6.27)

This force is only important if large fluids pressure gradients exist and if the particle density is smaller
than or similar to the fluid density. Neglecting diffusive and source terms in the steady-state momentum
equation, the pressure gradient can be replaced by the velocity gradient. Assuming a constant fluids
density, the pressure gradient force can be written as

Fp=mg( U VUF_RF):mPZ_E(UF VUi-R;) (6.28)

Note:

The pressure gradient force is currently not available for transient simulations.
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leading to the following contribution to the right hand side of Equation 6.7 (p. 247):
p

with
Ry=-2QxUz-02x02xrp (6.30)

necessary if the particles are solved in a rotating system.The Ry term is shifted to the rotation term
(see Equation 6.19 (p. 249)), therefore, the implemented pressure gradient term reduces to

P
R=R Uu.vVu (6.31)
vMp, UF F
The particle momentum source due to the pressure gradient force is computed from:
as __
dt = Fp (6.32)

6.2.6.Turbulence in Particle Tracking

The calculation of the instantaneous fluid velocity, v¢ in Equation 6.6 (p. 247), depends on the flow

regime and the type of particle tracking desired (mean or with turbulent dispersion). In laminar flows
or in flows where mean particle tracking is calculated, v is equal to the mean local fluid velocity, v,

surrounding the particle. The path of a particle is deterministic (that is, there is a unique path for a
particle injected at a given location in the flow).

In turbulent tracking, the instantaneous fluid velocity is decomposed into mean, v_f, and fluctuating,
v}, components. Now particle trajectories are not deterministic and two identical particles, injected

from a single point, at different times, may follow separate trajectories due to the random nature of
the instantaneous fluid velocity. It is the fluctuating component of the fluid velocity that causes the
dispersion of particles in a turbulent flow.

The model of turbulent dispersion of particles that is used, which is due to Gosman and loannides
[147], assumes that a particle is always within a single turbulent eddy. Each eddy has a characteristic

fluctuating velocity, v}, lifetime, 7., and length, / .. When a particle enters the eddy, the fluctuating
velocity for that eddy is added to the local mean fluid velocity to obtain the instantaneous fluid velocity
used in Equation 6.19 (p. 249). The turbulent fluid velocity, v}, is assumed to prevail as long as the

particle/eddy interaction time is less than the eddy lifetime and the displacement of the particle rel-
ative to the eddy is less than the eddy length. If either of these conditions is exceeded, the particle

is assumed to be entering a new eddy with new characteristic v}, Te and [ .

The turbulent velocity, eddy length and lifetime are calculated based on the local turbulence properties
of the flow:

vi=r(2k/3)"
c/ 432 (6'33)
Ie= - 3
ro=l, / (2k/ 3)"" (634
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where k and ¢ are the local turbulent kinetic energy and dissipation, respectively, and C, is a turbulence

constant. The factor Cﬁ” was chosen to relate the characteristic length scale to the eddy dissipation

length [39]. The variable I" is a normally distributed random number which accounts for the randomness
of turbulence about a mean value. Because of this randomness, each component of the fluctuating

velocity (u,v’,w’) may have a different value in each eddy.
6.2.7.Turbulent Dispersion

If turbulent particle dispersion is enabled, you will need to track a much larger number of particles
(usually an order of magnitude higher) because a stochastic method is used. This will greatly increase
computational time; therefore, this is most often performed as a post-process where there is only
one particle iteration.

If turbulent dispersion is used in an iterative situation, it may not be possible to achieve complete
convergence because of the stochastic nature of the sources to the continuous phase, although the
random number generator used in determining the eddies is reset on each particle iteration.

6.3. Heat and Mass Transfer

The following topics will be discussed:
+ Heat Transfer (p. 252)

+ Simple Mass Transfer (p. 253)
 Liquid Evaporation Model (p. 254)

+ Oil Evaporation/Combustion (p. 257)
* Reactions (p. 258)

+ Coal Combustion (p. 261)

+ Hydrocarbon Fuel Analysis Model (p. 263)

6.3.1.Heat Transfer

The rate of change of temperature is governed by three physical processes: convective heat transfer,
latent heat transfer associated with mass transfer, and radiative heat transfer.

The convective heat transfer Qc is given by:

Q=md ANu(T¢-T)) (6.35)

where A is the thermal conductivity of the fluid, T; and Tp are the temperatures of the fluid and of
the particle, and Nu is the Nusselt number given by:

Co\3
Nu=2+0.6 ReO'S(,u TP) (6.36)
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where Cp is the specific heat of the fluid, and u and A are the fluid dynamic viscosity and thermal
conductivity respectively.

For cases including multiphase reactions, the convective heat transfer has a blowing correction based
on the rate of mass transfer from the particle:

0,200 == 6.37)

where ( is given by

| 6.38
¢= Cpnd)LNu (6.38)

and ‘ZI—T is the total mass transfer rate of the particle. This modification can be omitted by using the
expert parameter setting: pt heat transfer blowi ng correction = f.

The heat transfer associated with mass transfer Q is given by the relation:
dm
Q= D7 (6.39)

where the sum is taken over all components of the particle for which heat transfer is taking place.
The latent heat of vaporization V' is temperature-dependent, and is obtained directly from the MA-
TERIALS information for the liquid in the particle and its vapor.

The radiative heat transfer, QR, for a particle with diameter d,, uniform temperature T, and
emissivity &, is given by:
Q=epmdp (nl-onT,) (6.40)

where [ is the Radiation Intensity on the particle surface at the location of the particle, n is the Re-
fractive Index of the fluid, and o is the Stefan-Boltzmann constant. An equivalent amount of heat can
be removed from the radiation field.

The rate of change of temperature for the particle is then obtained from:

Y.(m. ;) 4L=0,+0,+0, (6.41)

where the sum in this equation is taken over all components of the particle including those not affected
by mass transfer.

The energy source to the continuous fluid is obtained from:

% =-Q, (6.42)

6.3.2. Simple Mass Transfer

Each component of mass being transferred between the continuous and particle phases satisfies the
equation:

d
Crlrz. = T[dp ’OF DF Sh(E YPC_ ch) (643)
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In this equation, m, is the mass of the constituent in the particle, Y is the mass fraction of compon-
ent C in the particle, Y is the mass fraction of component C in the surrounding fluid, E is the
equilibrium mass fraction ratio, Py Dy is the dynamic diffusivity of the mass fraction in the continuum,

and Sh is the Sherwood number given by:

1
- os( L)’ 6.44
Sh=2+0.6 Re [pD) (6.44)

If no value is set for the equilibrium mass fraction E, a value of 1 is used.

The simple model assumes that the mass transfer is driven only by concentration differences. While
this may be appropriate in some situations, such as solids having a small moisture content, it does

not adequately account for the vapor pressure dependence on particle temperature, which is imported
for evaporating liquids. In these situations, the liquid evaporation model, presented below, is more
appropriate.

The mass source to the continuous fluid is obtained from:

% - _% (6.45)

6.3.3. Liquid Evaporation Model

The liquid evaporation model is a model for particles with heat and mass transfer. The model uses
two mass transfer correlations depending on whether the droplet is above or below the boiling point.

The boiling point is determined through an Antoine equation (vapor pressure equation that describes
the relation between vapor pressure and temperature for pure components, see Antoine Equation in
the CFX-Solver Modeling Guide) that is given by

_ B
pvap_pscale eXp(A— TP+C ) (646)

where A, B and C are user-supplied coefficients. The particle is boiling if the vapor pressure, Pyapr is
greater than the ambient gas pressure, P, bient’

When the particle is above the boiling point, the mass transfer is determined by:
+
dmp_ Qc+Q (6.47)
dt %4
where V is the latent heat of evaporation of the particle component and where Qc and QR are the
convective and radiative heat transfers, respectively.

When the particle is below the boiling point, the mass transfer is given by:

dmp we [ 1-X/
——=nd,pDShw71
A Wi n( 1-Xvap

(6.48)

where dp is the droplet diameter, pD is the dynamic diffusivity of the component in the continuum
and Sh is the Sherwood number (see Equation 6.44 (p. 254)). W and W are the molecular weights

of the vapor and the mixture in the continuous phase, X;/ is the equilibrium vapor mole fraction of
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the evaporating component at the droplet surface, and X“,/ap is the mole fraction of the evaporating
component in the gas phase.

The mass source to the continuous fluid is obtained from:

Z—f - _% (6.49)

6.3.3.1.Extension of the Liquid Evaporation Model

The Liquid Evaporation model described in the previous section is limited to being applied to a
single component of a particle. Under the following assumptions, the Liquid Evaporation model
can be extended to multi-component evaporation:

1. Particle liquids are entirely miscible in all proportions
2. Intermolecular forces between different particle components are of equal strength

These assumptions imply that the liquids in a multi-component particle form an ideal mixture. By
definition an ideal mixture is one which obeys Raoult's law (where the vapor pressure of an ideal
mixture is dependent on the vapor pressure of each chemical component and the mole fraction
of the component present in the mixture).

6.3.3.1.1. Examples of ideal mixtures

There is actually no such thing as an ideal mixture. However, some liquid mixtures get fairly close
to being ideal. These are mixtures of closely similar substances.

Commonly quoted examples include:
+ hexane and heptane
* benzene and methylbenzene

The more dissimilar the nature of the substances, the more strongly the solution is expected to
deviate from ideality.

6.3.3.2. Determination of the Total Vapor Pressure of an Ideal Mixture

Based on the assumption of an ideal mixture, the total vapor pressure, Doy €N be calculated
based on the assumption of Raoult’s law

— _ L
Prorat=Poapt Paapz = DX P2 T5) (6.50)
1

where pf/’:;?(Tp) is the vapor pressure of a pure component i and X* is the mole fraction of com-
ponent i in the liquid phase. The vapor pressure of a pure component, p{j;;? is determined from

an Antoine equation. This equation has the following form:
B.
pure _ _ i

pvapﬂ'(TP) _pscaleexp (Ai TP+Ci) (6.51)

where 4;, B; and C; are the Antoine coefficients of binary mixture i.
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Inserting Equation 6.51 (p. 255) into Equation 6.50 (p. 255) allows the calculation of the total vapor
pressure of the mixture as follows:
B.
— L —T
ptotal_ inpscale,iexp (Ai TP+C,-) (6.52)

It can be seen that the total vapor pressure is a function of the material properties of the compon-
ents, the particle temperature, as well as the instantaneous composition of the evaporating droplet.

A particle is assumed to be boiling if the total vapor pressure, Dooar of all evaporating components

is equal to or larger than the ambient gas pressure, P, bient:

>
ptotal_pambient

If the total vapor pressure is below the ambient gas pressure, the particle is assumed to not boil.

6.3.3.3. Diffusion Regime (Non-Boiling Particles)
The particle evaporates in the diffusion regime if the particle is below the boiling point.

The mass transfer of a single particle component can be derived from the mass conservation
equation and can be written in the following form (see, for example, Abramzon and Sirignano [201]
and Sazhin [202])

dMp; 4 oD, Sheiy
A e R 7

1-xV.
- ] (6.53)

14
1_Xvap,i

where d) is the droplet diameter, pD; is the dynamic diffusivity of the component i in the continuum,
Sh is the Sherwood number, and where W; and W, are the molecular weights of the vapor of

component I and the mixture in the continuous phase. X",/ap,,- is the mole fraction of the vapor of

component I in the continuum, X;/j is the equilibrium vapor mole fraction of component i at the
droplet surface.

For the calculation of the molar concentration of component i on the particle surface, X;/, again
the assumption of Raoult’s law is applied:

p ppure
V_ vap,i _ vl vap,i
XS,I'_ )% . _Xi D . (6.54)
ambient ambient

The total mass flow rate is computed as the sum of the mass flow rates of all evaporating compon-

ents:
dmp dmp,,- WC,i l—Xgi
W:Z L :anppD,-Sh Tl (6.55)

6.3.3.4.Boiling Particles

A particle is boiling if the total vapor pressure, Dyoar is greater than or equal to the ambient gas

r r .
pressure pambient
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When the particle reaches the boiling point, the mass transfer is determined by the convective and

radiative heat transfer:

dm;

Z[d_t] j):_(QC+QR) (6.56)
j

where V; is the latent heat of evaporation of component j, and where Qc and QR are the convective
and radiative heat transfer, respectively.

In order to determine the evaporation rate of a particular particle component, an additional assump-
tion is required. It is assumed that the evaporation rate of each component is proportional to the
ratio of the vapor pressure of this component to the total vapor pressure:

dml/dt _pvap,i

Y (dm;/dt)  Prowa (6.57)

J

The component vapor pressure is computed from Raoult’s law:

ure
vapx p€ap1 _XV (6.58)
)i

p total - b total

Rearranging Equation 6.57 (p. 257):

dm
Fe X5 (dmy/dt) (6.59)
j

and substituting it into Equation 6.56 (p. 257) gives the total mass transfer rate:

;(dmj/dt)?% (6.60)

J

Using Equation 6.59 (p. 257) and Equation 6.60 (p. 257) the following equation for the mass transfer
of component i can be derived:

dmi__ XSI‘{I (Q +Q )__ (QC+QR)
dt ~ ¢ <RJ™ % 6.61
Z(XKJ V) Vi Gon
J
with the modified latent heat (averaged with the molar concentration):
n_ 1
=7 (X5 v)) (6.62)
S,1 ]

Note that this modified latent heat is only used for the computation of the mass transfer rates in
Equation 6.61 (p. 257).

6.3.4. Oil Evaporation/Combustion

The oil combustion model uses the particle transport model to track evaporating oil droplets, which
are modeled in a very similar way to the liquid evaporation model, and uses the eddy dissipation
model for the combustion of the volatile gases in the gas phase.
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+ The Eddy Dissipation Model (p. 307)

+ Liquid Evaporation Model (p. 254)

6.3.4.1.Light Oil Modification

The light oil modification bases the physical parameters used in the Reynolds number, the Nusselt
number, and the Sherwood number on the gas assumed to be in the boundary layer of the droplet.
This, in turn, depends upon the Antoine equation (that is, if the drop is boiling, the gas in the
boundary layer is all volatiles). In the other extreme, the gas in the boundary layer consists entirely
of the local gas mixture.

6.3.5.Reactions

The only reactions allowed are generic Arrhenius reactions, and some specific char reactions for coal
combustion. The reactions determine the rate of change of species in the particle and the continuous
phase, and the amount of heat released in the two phases.

6.3.5.1. Arrhenius Reactions

For the Arrhenius reactions, all reactants must be in the particle, but products can be in both the
particle and the continuous phase. The rate of reaction is

my ™
r=kv- [1 (5% (6.63)
a=Reactants
where m,, is the mass of reactant a, V is the particle volume, n, is the order of reactant a, and
k=A-T,™exp(-T,/Tp) (6.64)
where A has units of
[kginm3XmDK™s1], n= 2 Ny (6.65)

Note that the Arrhenius expression is evaluated at the particle temperature, Tp

The rate of change of mass of a reactant A is then —mc,*R, and of a product B is +mcg*R, where
mc is the mass coefficient of that species. The reaction orders n, and the temperature exponent
m may be fractional numbers, and not necessarily integers.

6.3.5.2.Heat Release

For any reaction, the heat release depends upon the reference specific enthalpies of the various
reactants and products, if these are all provided. Alternatively, the heat release of a reaction can
be specified directly and is then given by

H=-(41 )RefL (6.66)

where Ref refers to the reference material, and L is the latent heat at the particle temperature.
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6.3.5.3.Char Oxidation

6.3.5.3.1.Field

The char reaction is determined by both the rate of diffusion to the surface and the rate of
chemical reaction at the surface. The surface reaction is assumed to be first-order in the oxygen
mole fraction.

The rate of diffusion of oxygen per unit area of particle surface is given by ky(X4-Xs), where Xg is
the mole fraction of oxygen in the furnace gases far from the particle boundary layer and Xs is
the mole fraction of oxygen at the particle surface. The value of kg is given by:

Drer (Tp+ Ty aPA
d= Ip ( 2 Tref T (6.67)

where:

* Iy is the particle radius

* Tp is the particle temperature

* Tqis the far-field gas temperature

« P is the local pressure

* P, is atmospheric pressure

* D,ef is the dynamic diffusivity (recommended value is 1.8e-5 [kg mA-1 sA-1])
* T, is the reference temperature (recommended value is 293 [K])

« «a is the exponent with value 0.75

The char oxidation rate per unit area of particle surface is given by k.Xs. The chemical rate coef-
ficient k. is given by:

T
k.=A.T)" (——C) 6.68
p €XP| 7T, (6.68)
where:

+ The parameters A. and T, depend on the type of coal, and are specified as input parameters.
+ The default value of n is 0.0.

+ For this model, ky and k_ are in units of [kg mA-2 sA-1],

* Recommended values for A_ and T, are 497 [kg mA-2 sA-1] and 8540 K [80].

By equating the diffusion rate and the chemical reaction rate to eliminate Xs, the overall char
reaction rate of a particle is given by:
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dm. [ 1
o= (It + 1Y) 1)(94711!?,2,13%4 (6.69)

and is controlled by the smaller of the rates ky and k..

6.3.5.3.2.Gibb

The oxidation mechanism of carbon can be characterized by the parameter ¢ so that oxides are
produced according to the equation:

@ C+0,-2(p-1) CO+(2-¢) CO, (6.70)
The value of ¢ is assumed to depend on the particle temperature Tp:
2(p-1) T

where the constants are given by Gibb as Ag = 2500 and Tg = 6240 K.

By solving the oxygen diffusion equation analytically, the following equation is obtained for the
rate of decrease in the char mass m:

dm, 3¢ M, Po(. - 4y
LR = Moczp—c(k11+(kz+k3) ) me 6.72)

e

The far field oxygen concentration p . is taken to be the time-averaged value obtained from the
gas phase calculation, and p . is the density of the char. Physically, k; is the rate of external diffu-
sion, k, is the surface reaction rate, and k3 represents the rate of internal diffusion and surface
reaction. These are defined as follows:

_D
k,= 2 6.73)

where D is the external diffusion coefficient of oxygen in the surrounding gas. The coefficient is
calculated in the same way as for the Field model, except in this model, kinematic diffusivity is

used instead of dynamic diffusivity:
o
Drey [T" - Tg) (6.74)

=pﬂuid 2 Tref

where:
* Dt is the dynamic diffusivity (recommended value is 1.8e-5 [kg mA-1 sA-1])
* T, is the reference temperature (recommended value is 293 [K])

* «a is the exponent with value 0.75.

k=(1-¢) % (6.75)

where k. is the carbon oxidation rate, defined by the modified Arrhenius equation

k.=A.Tp exp( —% ) (6.76)
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The default values of the model constants are A. = 14 [m sA-1 KA-1] and T, = 21580 K. Further:

k=k.(B cothp-1)/ (f a) 6.77)
where:
k 0-5
,B:R( nga] (6.78)

The pore diffusivity, D, is computed from external diffusivity, D, according to:
Dp=efficxD (6.79)

Note that the units of k;, k, and ks for this model are s, and the units for k. in Equa-

tion 6.76 (p. 260) differ from those in Equation 6.68 (p. 259) in the Field model. "effic" is the so-
called "internal diffusion efficiency" and describes the effective internal diffusion coefficient of
oxygen within the particle pores. It is a user-accessible CCL parameter.

6.3.5.4. Radiative Preheating

The stability of a pulverized coal flame depends on the feedback of heat from the flame zone to
the raw coal as it emerges from the burner. In general, this preheating is supplied by a combination
of convective heating by recirculating product gases, as well as by the absorption of radiation. CFX
calculates the radiative heating using Equation 6.40 (p. 253).

The value of the particle emissivity &, is expected to change as pyrolysis proceeds (that is, it varies
depending upon the mass fractions of coal and char). The present model assumes a linear variation
in &, from the raw coal value gp(coal) to the value for char gy(char). That is:

sp:(l—fv) sp( coal)+fv sp( char) (6.80)

where f,, is the fractional yield of volatiles. Typical values for &, are 1 for coal and 0.6 for char.

6.3.5.5.Coal Combustion

6.3.5.5.1.Coal Combustion - Gas Phase

Coal combustion is calculated by combining a particle transport calculation of the coal particles
with an eddy dissipation calculation for the combustion of the volatile gases in the gas phase.
Two separate gases are given off by the particles, the volatiles and the char products that come
from the burning of carbon within the particle.

Gas phase combustion is modeled by means of regular single phase reactions. A transport
equation is solved in the fluid for each material given off by the particles. The ‘volatiles’ may be
either a pure substance, a fixed composition mixture, or several independent materials.

6.3.5.5.2. Coal Decomposition

Pulverized coal particles are treated in CFX as non-interacting spheres with internal reactions,
heat transfer and full coupling of mass, momentum and energy with the gaseous phase. The
combustion of a coal particle is a two stage process: the devolatilization of the raw coal particle
followed by the oxidation of the residual char to leave incombustible ash. The devolatilization is
usually modeled as a single step or a two step process. The char oxidation is modeled either as
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a global reaction, or using an analytical solution for the diffusion and reaction of oxygen within
the pores of the char particle.

The devolatilization and char oxidation processes can occur on time scales on the order of milli-
seconds, which are several orders of magnitude less than the typical residence time of the particle
in the furnace. Large variations in time scales can result in numerically stiff equations, which can
cause accuracy problems with explicit integration algorithms. The CFX implementation of the
particle transport model bases its timestep on the reaction rate to ensure that the solution has
the required accuracy.

6.3.5.5.3. Devolatilization

Devolatilization can be modeled by one or more reaction steps using the generic Arrhenius
multiphase reactions capability, although normally the process is represented by one or two re-
action steps. The simpler model is the single reaction model of Badzioch and Hawksley [78]. If,
at time t, the coal particle consists of mass fractions Cq of raw (that is, unreacted) coal, C, of

residual char, and C, of ash, then the rate of conversion of the raw coal is:

dc,

I (6.81)
and the rate of production of volatiles in the gas phase is given by:

¥y ik, c, (6.82)

where Y is the actual yield of volatiles (that is, the proximate yield multiplied by a factor to correct
for the enhancement of yield due to rapid heating), so that the rate of char formation is:

dc
—t=(1-v) ky €, (6.83)

The rate constant ky is expressed in Arrhenius form as:
ky=A ( — ) (6.84)
=Ay exp| - .
v=4v €XP| 7R Tp

where Tp is the temperature of coal particles (assumed uniform), R is the gas constant, and Ay
and Ey are constants determined experimentally for the particular coal.

Often the volatiles yield of a particular type of coal is known only from laboratory proximate
analysis, where the heating rate is low and the volatiles escaping from the coal may undergo
secondary reactions including cracking and carbon deposition on solid surfaces. It has been found
experimentally that volatiles released from pulverized coal particles widely dispersed in a gas

and heated quickly to typical furnace temperatures can produce a yield greater by as much as a
factor of two than the proximate value. If the single reaction model is used, it is difficult to know
which data to use because the coal particles experience a wide range of temperatures as they
disperse in the furnace.

Bituminous coals generally have a volatiles yield that depends strongly on temperature and
heating rates. In such cases, it is important to take account of this dependence, for example by
using a multiple reaction model of devolatilization. As an alternative to the single reaction model,
it is better to use the model of Ubhayakar et al. [79] in which two reactions with different rate
parameters and volatiles yields compete to pyrolyse the raw coal. The first reaction dominates

at lower particle temperatures and has a lower yield Y, than the yield Y, of the second reaction,
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which dominates at higher temperatures. As a result, the final yield of volatiles will depend on
the temperature history of the particle, will increase with temperature, and will lie somewhere
between Y; and Y,. In this model, the mass fraction of combustible material (the raw coal) is

specified as the mass fraction of volatiles because all this material could be converted to volatiles.

Again it is assumed that a coal particle consists of mass fraction Cq of raw coal, C, of residual
char after devolatilization has occurred, and C, of ash. The rate constants k; and k, of the two

reactions determine the rate of conversion of the raw coal:

dc
—=-(k+k) C, (6.85)

the rate of volatiles production is given by:

4 (Y k+Yk)C (6.86)

and so the rate of char formation is:

dcC
(1) k(1) K) o 687

The initial value of Cj is equal to (1-C,). The value of Y,, and parameters A; and E; which define
k; in the Arrhenius equation, analogous to Equation 6.84 (p. 262), are obtained from proximate
analysis of the coal.Y,, A, and E, are obtained from high temperature pyrolysis. Note that the
yields are defined on a dry ash-free (DAF) basis.

Typically, the coal particle will swell due to the gas release during the devolatilization phase. The
model assumes that the particle diameter changes in proportion to the volatiles released and

the fractional increase in the mean diameter of the coal particle after complete devolatilization
must be specified as input to the model. The particle diameter change due to swelling is calculated
using the following relation:

d |m f|
E dp: Cs dO,p mI‘:Eef,O (6.88)

where:

* dp is the current particle diameter

« C, is the swelling coefficient

* dyy is the particle diameter at the start of devolatilization

* M, is the rate of change of mass of the reference material

* Myt is the mass of the reference material at the start of the devolatilization

When the swelling coefficient is equal to 0.0, the particle diameter stays constant during devolat-
ilization.

6.3.6. Hydrocarbon Fuel Analysis Model

The ‘Hydrocarbon Fuel Analysis’ model enables you to define all the properties of a solid or liquid
hydrocarbon fuel in a user-friendly way. The solver uses the provided information to derive the
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parameters of related objects, such as the initial particle mass fractions, material properties of the
volatiles released, and stoichiometric or mass coefficients of reactions.

The primary input data corresponds 1-to-1 to what, typically, is available from standard analysis of
the solid or liquid fuel:

+ Heating value (higher or lower heating value)
+ Proximate analysis (mass fractions of ash, moisture, fixed carbon, and volatiles)
- As Received: 1 = ash + moisture + fixed carbon + volatiles
- Dry Ash Free: 1 = fixed carbon + volatiles
+ Ultimate analysis (mass fractions of carbon, hydrogen, oxygen, nitrogen, sulfur, and chlorine)
- As Received: 1 = ash + moisture + carbon + hydrogen + oxygen + nitrogen + sulfur + chlorine
— Dry Ash Free: 1 = carbon + hydrogen + oxygen + nitrogen + sulfur + chlorine.

Some additional input data is required by the solver, for which the default values should be appropriate
in many cases:

+ Volatiles yield enhancement: Ratio of actual yield under rapid heating to that determined at a slow
heating rate in the proximate analysis.

+ Average molar mass of volatiles released. Three options are available:

- Aut ormat i c: Computes average molar mass from volatiles elementary composition, assuming
a mixture of CH4, CO, H2, and H20

- Val ue: Use value specified in fuel analysis
- Use Material Definition:Use value defined in volatiles fuel material.
+ Reference conditions for heating value (temperature and pressure)
« Moisture latent heat in case of higher heating value specified:
- Aut omat i c: Standard value (2.4423 [MJ/kg])
- Val ue: User value for given temperature and pressure.
The above data are used to derive the following quantities:
« Initial mass fractions for particle (ash, char and raw combustible).

Note that initial char mass fraction will typically be zero, as char is produced from raw combustible
during pyrolysis.

» Fuel volatiles material properties:
- Average molar mass

- Specific reference enthalpy (heating value)
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— Carbon, hydrogen and oxygen content.
+ Stoichiometric coefficients for gas phase reactions:
- Fuel volatiles oxidation
- NO reburn by fuel.
« Mass coefficients for multiphase reactions:
- Devolatilization (decomposition of raw combustible into char and volatiles)
- Char oxidation.

These calculations are performed using a model fuel determined by the fuel analysis data. The model
fuel has all chlorine removed but accounts for the oxygen needed to oxidize sulfur to SO,. Nitrogen

is included into the model fuel if the multiphase reactions are setup to release HCN to the gas phase,
otherwise, the fuel nitrogen is removed.

The total amount of material released to the gas phase during devolatilization is the actual volatiles
yield plus the moisture. Carbon, hydrogen and oxygen content of the volatiles are computed from
ultimate analysis, which in turn defines the stoichiometric coefficients in the gas phase reactions in-
volving the volatiles material. When the fuel nitrogen model is selected, corrections are made in order
to account for the carbon and hydrogen released as HCN.

6.4.Basic Erosion Models

The following topics will be discussed:
* Model of Finnie (p. 265)
* Model of Tabakoff and Grant (p. 266)

+ Overall Erosion Rate and Erosion Output (p. 268)

6.4.1. Model of Finnie

The wear of a wall due to the erosive effect of particle impacts is a complex function of particle impact,
particle and wall properties. For nearly all metals, erosion is found to vary with impact angle and ve-
locity according to the relationship [63]:

E=k V3 f(y) (689

where E is a dimensionless mass, V is the particle impact velocity and f(y) is a dimensionless
function of the impact angle. The impact angle is the angle in radians between the approaching
particle track and the wall. The value of the exponent, n, is generally in the range 2.3 to 2.5 for metals.

Finnie's model of erosive wear [64] relates the rate of wear to the rate of kinetic energy of impact of
particles on the surface, using n=2:

E=k V2% f(y) (6.90)

where:
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W=

f(y)=%coszy if tan y>

Vi 6.91
f(y)=sin(2y)-3siny if tan y <% (6.91)

U

6.4.1.1.Implementation in CFX

In CFX, the need to adjust the dimension of k to obtain a non-dimensional erosion factor is overcome
by specifying:

E=(V7':)nf()/) (6.92)

where V, is equal to (ﬁ)

Typical values for V, are given in the following table:

Vo Wall Material
952 [m/s] Aluminum

661 [m/s] Copper

1310 [m/s] Mild Steel

3321 [m/s] Hardened Steel

6.4.2. Model of Tabakoff and Grant

In the erosion model of Tabakoff and Grant, the erosion rate E is determined from the following re-
lation:

E=k, f(y) Vi cosy [1-Ri]+ f( V) (6.93)
where:
(. n/2\]
f()/)=[1+k2 ki, sm(y % )] (6.94)
Ry=1-k,Vpsiny (6.95)
f( VPN):k3( Vp sinyr (6.96)
1.0 if y<2y,
“lo.0 ify>2y, (6.97)

Here E is the dimensionless mass (mass of eroded wall material divided by the mass of particle). V)
is the particle impact velocity. y is the impact angle in radians between the approaching particle
track and the wall, y, being the angle of maximum erosion. k, to k,, k1, and y, are model constants
and depend on the particle/wall material combination.
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6.4.2.1.Implementation in CFX

The model constants in the original formulation of Tabakoff and Grant are only valid for particle
velocities specified in feet per second [ft/s]. The Tabakoff formulation is modified in CFX as outlined
below:

V 2
E=f (Y)(VP) cos'y(1-R2)+f(Vpy) (6.98)
where:
(/2]
f()/)=[1+kzk1251n(y v )] (6.99)
Vp .
Rr= 1—73 siny (6.100)
Vo . Y
f(VPN): v siny (6.101)
1.0 if y<2y,
0.0 ify>2y, (6.102)
Note:

The Tabakoff model typically returns an erosive wear with the dimensions milligrams of
eroded material per gram of colliding particles. In CFX, this variable is converted into
grams of eroded material per gram of colliding particles.

6.4.2.1.1. Mapping of CFX to Original Tabakoff Constants

To make the model more general, the model is rewritten so that all model constants have a di-
mension of velocity. The following list shows the link between the constants of the original
model and those in CFX:

6.4.2.1.2. Constants

Value Dimensions CFX-Pre Variable

kq, (dimensionless) K12 Constant

k, (dimensionless)

v, [Velocity] Reference Velocity
1

v, [Velocity] Reference Velocity
2

v, [Velocity] Reference Velocity
3

Y, [deq] Angle of Maximum
Erosion

where:

v.=1/\k (6.103)
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V,=1/ (‘* ks] (6.104)
V.=1/k, (6.105)

6.4.3.Overall Erosion Rate and Erosion Output

The erosion of a wall due to a particle is computed from the following relation:
ErosionRate=E * N xmp (6.106)

as an individual representative particle represents many actual particles. Here mp is the mass of the

particle and N is its number rate. The overall erosion of the wall is then the sum over all particles.
This gives an erosion rate in kg/s, and an erosion rate density variable in the res file and post-processor

in kg/s/mz. Note that this erosion rate is only a qualitative guide to erosion, unless precise values for
the model constants are known.

6.5.Spray Breakup Models

Spray processes play an important role in many technical systems and industrial applications. Examples
are spray painting or fuel injection systems.

The following sections give an overview about the spray breakup models that are implemented in Ansys
CFX 2021 R2:

6.5.1. Primary Breakup/Atomization Models
6.5.2.Secondary Breakup Models
6.5.3.Dynamic Drag Models

6.5.1. Primary Breakup/Atomization Models

The main task of primary breakup (or atomizer) models is to determine starting conditions for the
droplets that leave the injection nozzle. These conditions are:

+ Initial particle radius
+ Initial particle velocity components
+ Initial spray angle

The radius, velocity, and spray angle parameters are influenced by the internal nozzle flow (cavitation
and turbulence induced disturbances), as well as by the instabilities on the liquid-gas interface.

The following primary breakup models are available in CFX:
+ Blob Method (p. 269)

« Enhanced Blob Method (p. 269)

LISA Model (p. 271)

+ Turbulence Induced Atomization (p. 274)
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For the Blob, Enhanced Blob, and the LISA model, the initial injection spray angle must be specified
explicitly, while for the Turbulence Induced Atomization model, the spray angle is computed within
the model.

A large variety of approaches of different complexities are documented in literature. For a compre-
hensive model overview, see Baumgarten et al. [120].

6.5.1.1.Blob Method

This is one of the simplest and most popular approaches to define the injection conditions of
droplets. In this approach, it is assumed that a detailed description of the atomization and breakup
processes within the primary breakup zone of the spray is not required. Spherical droplets with

uniform size, Dp=D, 1., are injected that are subject to aerodynamic induced secondary breakup.

Assuming non-cavitating flow inside the nozzle, it is possible to compute the droplet injection ve-
locity by conservation of mass:

mnozzle( t )

U P,initial( t) = (6.107)

nozzle P P

is the nozzle cross-section and m, ...

A the mass flow rate injected through the nozzle.

nozzle

The spray angle is either known or can be determined from empirical correlations. The blob method
does not require any special settings and it is the default injection approach in CFX.

Figure 6.1: Blob Method

| Nozzle

Secondary Breakup

6.5.1.2. Enhanced Blob Method

Kuensberg et al. [110] have suggested an enhanced version of the blob-method. Similar to the
blob-method, it is assumed that the atomization processes need not be resolved in detail. Contrary
to the standard blob-method, this method enables you to calculate an effective injection velocity
and an effective injection particle diameter taking into account the reduction of the nozzle cross-
section due to cavitation.

During the injection process, the model determines if the flow inside the nozzle is cavitating or not
and dynamically changes the injection particle diameter and the particle injection velocity. The
decision, whether the flow is cavitating or not, is based on the value of the static pressure at the
vena contracta, Pyen,, that is compared to the vapor pressure, Pyapor.

P
Pvena(t)zpl_% U\ZIena(t) (6.108)
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with:

Uvena(t)= Umeg:(t) (6.109)

C. is the coefficient of contraction that depends on nozzle geometry factor, such as nozzle length
versus nozzle diameter or the nozzle entrance sharpness [114].

If Pyena is higher than the vapor pressure, Pyapor, the flow remains in the liquid phase and the in-
jection velocity is set equal to Upean.
m(t)

Umean(t)zAno P (6.110)
ZZ. P

The initial droplet diameter is equal to the nozzle diameter, D, -

However, if Pyen, is lower than Pyapor, it is assumed that the flow inside the nozzle is cavitating
and the new effective injection velocity, U, and injection diameter, D, are computed from a
momentum balance from the vena contracta to the nozzle exit (2):

Anozz e
Ues(t) :Tti (Pvapor=P.)+ Uyena(t) 6.111)
and:
4 Agre(t)
Deff(t)a}% (6.112)
with:
Aepf(t)=m/s (Ueff(t) pP) (6.113)

Figure 6.2: Enhanced-blob Method
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Secondary Breakup

6.5.1.2.1. Input Parameters for the Enhanced Blob Method
The following information is required for the enhanced blob method:
+ Contraction coefficient due to cavitation inside the injection nozzle.

+ Injection total pressure of the liquid - This information is required to compute the static pressure
of the liquid at the vena contracta.

270
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* Injection total temperature of the liquid - This information is required to compute the static
temperature of the liquid at the vena contracta, which is required to determine the fluid vapor
pressure from an Antoine equation (homogeneous binary mixture).

+ Vapor pressure of the particle fluid

Two options are available to compute the material vapor pressure: Aut omati ¢ and Particl e
Mat eri al Vapor Pressure.

- To specify the material vapor pressure directly, use the Parti cl e Material Vapor
Pr essur e option.

- To have CFX compute the particle material vapor pressure from a homogeneous binary
mixture, use the Aut omat i ¢ option.

+ Normal distance of the pressure probe from the injection center - The fluid pressure at this
position (marked as position 2 in Figure 6.2: Enhanced-blob Method (p. 270)) will be used to
determine the acceleration of the liquid from the vena contract to the injection nozzle outlet.

6.5.1.3.LISA Model

The LISA (Linearized Instability Sheet Atomization) model is able to simulate the effects of primary
breakup in pressure-swirl atomizers as described in this section and presented in detail by Senecal
et al. [126].

In direct-injection spark ignition engines, pressure swirl atomizers are often used in order to establish
hollow cone sprays. These sprays are typically characterized by high atomization efficiencies. With
pressure swirl injectors, the fuel is set into a rotational motion and the resulting centrifugal forces
lead to a formation of a thin liquid film along the injector walls, surrounding an air core at the
center of the injector. Outside the injection nozzle, the tangential motion of the fuel is transformed
into a radial component and a liquid sheet is formed. This sheet is subject to aerodynamic instabil-
ities that cause it to break up into ligaments.

Figure 6.3: Pressure Swirl Atomizer

Sheet Breakup

RN

Within the LISA model, the injection process is divided into two stages:
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* Film Formation (p. 272)

+ Sheet Breakup and Atomization (p. 272)

6.5.1.3.1.Film Formation

Due to the centrifugal motion of the liquid inside the injector, a liquid film along the injector
walls is formed. The film thickness, h,, at the injector exit can be expressed by the following rela-
tion:

m=m p,uh,(d,~h,) (6.114)

where m is the mass flow rate through the injector, Pp is the particle density, and d, is the injector

exit diameter. The quantity u is the axial velocity component of the film at the injector exit and
depends on internal details of the injector. In CFX, u is calculated using the approach of Han et
al. [127]. It is assumed that the total velocity, U, is related to the injector pressure by the following

relation:
2A
U=k, ‘/p—p (6.115)
P

where Ap is the pressure difference across the injector and ky is the discharge coefficient, which
is computed from:

4m ’ Pp
k,=max| 0.7, (6.116)
Y mda p, cosd 24p
Assuming that Ap is known, the total injection velocity can be computed from Equa-
tion 6.115 (p. 272). The axial film velocity component, u, is then derived from:
u=Ucos® (6.117)

where @ is the spray angle, which is assumed to be known. At this point, the thickness, h,, and
axial velocity component of the liquid film are known at the injector exit. Note that the computed
film thickness, h,, will be equal to half the injector nozzle diameter if the discharge coefficient,

ky, is larger than 0.7. The tangential component of velocity (w=Usin@) is assumed to be equal

to the radial velocity component of the liquid sheet downstream of the nozzle exit. The axial
component of velocity is assumed to remain constant.

6.5.1.3.2.Sheet Breakup and Atomization

After the liquid film has left the injector nozzle, it is subject to aerodynamic instabilities that cause
it to break up into ligaments. The theoretical development of the model is given in detail by
Senecal et al. [126] and is only briefly repeated here.

The model assumes that a two-dimensional, viscous, incompressible liquid sheet of thickness 2 h
moves with velocity U through a quiescent, inviscid, incompressible gas medium. A spectrum of
infinitesimal disturbances is imposed on the initially steady motion, and is given in terms of the
wave amplitude, 1, as:

n=n, eilxrwt (6.118)
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where 1 is the initial wave amplitude, k=(2 n)/ A is the wave number, w=w,+1 w; is the complex
growth rate, x is the streamwise film coordinate, and t is the time. The most unstable disturbance,
(, has the largest value of w, and is assumed to be responsible for sheet breakup.

As derived by Senecal et al. [126], 2 can be computed by finding the maximum of the following
equation:
_ 2vpk’tanh(kh)
O = = nh(khQ

\[4v2k“(tanh(kh)) ~QU-{eanh{inh o L-quc)
tanh(kh}+Q

(6.119)

here Q=p,/ p,, that is, the ratio of local gas density p, to particle densities p , and o is the surface
tension coefficient. Once (2 is known, the breakup length, L, and the breakup time, T, are given
by:

n
g ln( ,,b ] (6.120)

n
T—}) ln( ,’b) (6.121)

where n, is the critical wave amplitude at breakup and ln(nb/ ’70) is an empirical sheet constant
with a default value of 12.

The unknown diameter, dj, of the ligaments at the breakup point is obtained from a mass balance.

For wavelengths that are long compared to the sheet thickness (Wep<27/ 16; here the Weber

Number, Wey, is based on half the film thickness and the gas density), d is given by:
f,h

di=\1 (6.122)

using the long wave ligament factor, fI, of 8.0 (default) and K is the wave number corresponding

to the maximum growth rate, (.
For wavelengths that are short compared to the sheet thickness, d, is given by:

fh
d= Ts (6.123)

In this case, the short wave ligament factor, fs, of 16.0 (default) is used and K is given by:

_PU (6.124)
ST 20
The most probable droplet diameter that is formed from the ligaments is determined from:
1/6
d,=1.88d,(1+30h) (6.125)

using the droplet diameter size factor of 1.88 (default) and Oh is the particle Ohnesorge number
that is defined as:
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\/Wep

3P (6.126)
Oh= Re,

where Wey, is the Weber Number based on half the film thickness and the gas density. Rey is the
Reynolds Number based on the slip velocity.

6.5.1.3.3. User Input Data for the LISA Model
Some of the settings for the simulation of primary breakup using the LISA model are:
* Injection pressure difference, Ap

* Nozzle geometry (outer nozzle diameter d,, injection half cone angle 0)
+ Normal distance of the density probe from the injection center:

The LISA model requires knowledge of downstream density. The solver finds this density by
probing the flow-field at a user-defined distance downstream of the injection location. This
distance is a user input given via Densi ty Probe Nornmal Di stance option in CFX-Pre.

« Swirl Definition

To add swirl to the flow of particles that stream from the injection region, select the Swirl
Definition check box and then specify a non-dimensional value to impart a tangential velocity.
The value that you specify is multiplied by the magnitude of the axial velocity (the axial velocity
being directed normal to the injector inlet area, with a magnitude that satisfies mass continuity)
in order to establish the (single) value for tangential velocity, to be applied over the entire in-
jector inlet area. The direction of swirl depends on whether you specify a positive or negative
value; the positive swirl direction is established by using the right-hand rule and the injector
axis.

« Particle mass flow rate, m

For a complete list of required and optional settings for the LISA model and primary breakup
models in general, see Settings for Particle Primary Breakup in the CFX-Pre User's Guide.

6.5.1.4.Turbulence Induced Atomization

This atomization model is based on the modification of the Huh and Gosman model as suggested
by Chryssakis (see [155, 156]). It accounts for turbulence induced atomization and can also be used
to predict the initial spray angle. The model assumes that turbulent fluctuations within the injected
liquid produce initial surface perturbations, which grow exponentially by the aerodynamic induced
Kelvin-Helmholtz mechanism and finally form new droplets. The initial turbulent fluctuations at the
nozzle exit are estimated from simple overall mass, momentum and energy balances. Droplets are
injected with an initial diameter equal to the nozzle diameter, D, .- It is assumed that unstable
Kelvin-Helmholtz waves grow on their surfaces, which finally break up the droplet. The effects of
turbulence are introduced by assuming, that the atomization length scale, L, is proportional to
the turbulence length scale and that the atomization time scale, t,, can be written as a linear
combination of the turbulence time scale (from nozzle flow) and the wave growth time scale (ex-
ternal aerodynamic forces). At breakup, child droplets also inherit a velocity component normal to
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their parents’ velocity direction. This is different to the model suggested by Chryssakis, where child
droplets did not get this velocity component.

The initial spray angle is computed from the following relation:

Ly
tan (0/2)=ﬁ (6.127)

inj

The model does not take effects of cavitation into account, but assumes that the turbulence at the
nozzle exit completely represents the influence of the nozzle characteristics on the atomization
process.

6.5.1.4.1. User Input Data for Turbulence Induced Atomization

For the simulation of primary breakup using turbulence induced atomization, the following input
data is needed:

« Particle mass flow rate, m
Injection pressure difference, Ap
+ Normal distance of the density probe from the injection center

* Nozzle length/diameter ratio - This is required for the calculation of the average turbulence
kinetic energy and dissipation rates.

+ Nozzle discharge coefficient - This is the ratio of mass flow through nozzle to theoretically
possible mass flow and can be specified optionally.

6.5.1.5.Usage and Restrictions for Primary Breakup Models

Primary breakup models are used to determine starting conditions for the droplets that leave the
injection nozzle. To accomplish this task, the models use averaged nozzle outlet quantities, such

as liquid velocity, turbulent kinetic energy, location and distribution of liquid and gas zones, as input
for the calculation of initial droplet diameters, breakup times and droplet injection velocities. Because
all detailed information is replaced by quasi 1D data, the following restrictions will apply:

+ Primary breakup model support will only be available for particle injection regions and not for
boundary condition.

+ On particle injection regions, primary breakup will only be available for cone type injection, and
only if the nozzle cross sectional area is larger than 0.

6.5.2.Secondary Breakup Models

The following sections give an overview about the currently available secondary breakup models in
CFX. Further information about the breakup models can be found in the provided references.

6.5.2.1.Breakup Regimes

The breakup of a liquid jet into droplets is caused by a combination of different mechanisms: tur-
bulence within the liquid phase, implosion of cavitation bubbles and external aerodynamic forces
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acting on the liquid jet. Depending on the injection parameters such as the relative velocity between
liquid and gas, the liquid and gas densities and the liquid viscosity and surface tension the contri-
bution of each of the above mechanisms to the spray breakup varies.

Breakup regimes are typically classified in terms of the dimensionless numbers: Weber Number
(We) and Ohnesorge number (Oh), as given by:

welE Vilip dp (6.128)

Hp
Oh=m (6.129)
V p P

where the subscript P refers to the droplet (particle) and the subscript F refers to the surrounding
fluid. Sometimes, the Weber number is defined using the particle radius, rp.

If a droplet is exposed to a gas flow, significant deformation starts at a Weber number of unity.
Above a certain value of the Weber number, the droplet deformation leads to breakup. Typically,
the following breakup regimes are observed [117]:

+ Vibrational breakup: We < 12
+ Bag breakup: 12 < We < 50
+ Bag-and-stamen 50 < We <
breakup: 100
« Sheet stripping: 100 < We <
350
« Catastrophic breakup: 350 < We

6.5.2.2. Numerical Approach to Breakup Modeling

For the numerical simulation of droplet breakup, a so-called statistical breakup approached is used
in CFX. In this framework, it is assumed that if a droplet breaks up into child droplets, the particle
diameter is decreased accordingly to the predictions of the used breakup model. The particle
number rate is adjusted so that the total particle mass remains constant (mass of parent droplet =
2 mass of child droplets). Using this assumption, it is not required to generate and track new
droplets after breakup, but to continue to track a single representative particle.

6.5.2.3. Reitz and Diwakar Breakup Model

This model ([115]) distinguishes between two breakup regimes: bag breakup and stripping breakup.
Breakup occurs if a critical particle Weber number has been exceeded. Independent of the breakup
regime, it is assumed that during breakup the following relation describes the reduction of the
particle radius:

drp_=(rp ~Tyapie) (6.130)
dt ~ zl:br
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I'p is the droplet radius prior to breakup, g, is the new radius for the stable droplet and ¢, is

the characteristic breakup time. Values for r,,. and t are calculated from the equations given in
the following section:

6.5.2.3.1.Bag Breakup

(We > We_;,):

C I Pr?’ 6.131
Epr=C 20 (6131)
and
r. __ecrit (6.132)
ble™ I’Z .
stable ’DF Sllp

6.5.2.3.2. Stripping Breakup

(We/ (Re >Cy,):
D
_ r P
ty=C. 7 \/—pF (6.133)

2C o

3
,01% Vslip VF

and

Istable™ (6-1 34)

The model constants C,, C,, We_;; and C,; of the Reitz & Diwakar breakup model are accessible
via CCL. The standard values of the constants are given in Table 6.1: Reitz and Diwakar breakup
model constants and their default values (p. 277).

Table 6.1: Reitz and Diwakar breakup model constants and their default values

Con- Value CCL Name

stant

C, T Time Factor for Bag Breakup

C, 20 Time Factor for Stripping

We it 6.0 Critical Weber Number for Bag

Cq 0.5 Weber Number Factor for
Stripping

6.5.2.4. Schmehl Breakup Model [112]

In the Schmehl model, the droplet deformation and breakup times are based on experimental
findings of Hsiang et al. [109] and Pilch et al. [117]. It can be shown that irrespective of the breakup
regime, the time to deform a particle from a sphere into a disk shape is approximately constant,
and is given by:

t=1.6*t" (6.135)

with the characteristic time t* given as:
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_dp [Pp
_Vslip pF

*

(6.136)

The second phase of breakup, which is characterized by further distortion of the droplet to its final
destruction, is modeled by the following correlations:

t6(We-12)"%  125sWe<18
2.45(We-12)"%  18<We<45

o~

b

=1 14.1(We-12)"% 45<We<351 (6.137)

0.766(We-12)"%" 351<We<2670
'5.5 2670sWe

Note that the last two breakup regimes are an extension to the originally proposed model by
Schmehl and are based on experimental findings given by [117].

For large Ohnesorge numbers (Oh>1), the following correlation is used:

t
% =4.5(1+ 1.20n"7%) (6.138)

6.5.2.4.1. Breakup Process for Schmehl Breakup Model
The breakup process used by the Schmehl breakup model can be summarized as follows:

+ Breakup can only occur if the droplet Weber number, We, is larger than the critical Weber
number, We,,;., where:

We,,;,=12(1+1.0770h"®) (6.139)

+ Depending on the Weber number regime at the beginning of the breakup process, the
following droplet breakup scenarios are possible:

- Bag Breakup Regime - This is characterized by: 12( 1+ 1.077Oh1'6)<We<20( 1+ 1.20h1'5)
- In this regime, the breakup occurs in the second half of the t; to ¢;, time frame.

A random breakup time is computed.
Child droplet sizes and normal velocity of children after breakup are computed.

If the particle life time exceeds the breakup time, then breakup occurs.
- Multimode Regime - This is characterized by 20( 1+ 1.20h1'5)<We<32(1+ 1.50h™%).
- In this regime, the breakup occurs in the second half of the ¢; to t;, time frame.

A random breakup time is computed.
Child droplet sizes and normal velocity of children after breakup are computed.

If the particle life time exceeds the breakup time, then breakup occurs.
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— Shear Breakup Regime - This is characterized by 32(1+1.50h™*)<We.
- In this regime, the breakup can occur any time between t; and t;,. time frame.

A random breakup time is computed.
Child droplet sizes and normal velocity of children after breakup are computed.
If the particle life time exceeds the breakup time, then breakup occurs.

Droplet size after breakup for the Bag Breakup and Multimode regimes is computed from the
following relation:

ds,=dp(1.50h**We 2:25) (6.140)

with:
_ We
Weeorr= 3 1.07700™)

(6.141)

In the Shear Breakup regime, the child droplet size, d3; 4, is computed as:
4ds,d,
d32rea=Eg . T, (6.142)

where d_ is the maximum stable diameter computed from the critical Weber number, We_,;,
with:
_Wecrit o

= 6.143

c

Except for the Shear Breakup regime, all child droplets inherit their parent's velocity and an addi-
tional velocity component, V), which is given by:
dp,max_do

V=5, )

(6.144)

with dpmax~6d, at t=t;,., and d, being the droplet diameter before breakup.

The velocity component V), is assumed to be in a plane normal to the parent droplet velocity
direction. Its circumferential orientation within this plane cannot be specified and is chosen ran-
domly. The total child droplet velocity is then determined from:

VP,new= VP,01d+ VN (6.145)

6.5.2.5.Taylor Analogy Breakup (TAB) Model [116]

O'Rourke and Amsden proposed the so-called TAB model that is based on the Taylor analogy.
Within the Taylor analogy, it is assumed that the droplet distortion can be described as a one-di-
mensional, forced, damped, harmonic oscillation similar to the one of a spring-mass system. In the

TAB model, the droplet deformation is expressed by the dimensionless deformation y=2(x/ r),
where x describes the deviation of the droplet equator from its underformed position (see Fig-
ure 6.4: Particle distortion for the TAB model (p. 281)). Assuming that the droplet viscosity acts as a

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates. 279



Particle Transport Theory

damping force and the surface tension as a restoring force, it is possible to write the equation of
deformation motion as:

2
Slup 80' ZngSIip

51: - pPrZ y_ppr3 y+ 3pgr2 (61 46)

Integration of this equation leads to the following time-dependent particle distortion equation:

-We
y(t)=WeC+e‘f/ t [(yD—WeC) coswt+(% +yoa)_tDc] sinwt (6.147)
with:
ZpP re
= 6.148
t Calt, ( )
Ci.o
2=# —t—lz (6.149)
P d
Wee=We b (6.150)
ec=We 7—+~ )
¢ C Gy

y, and j/o are the initial values of distortion and distortion rate of change. For the TAB model, y,

and j/o are typically taken as zero.

During particle tracking, Equation 6.108 (p. 269) is solved for the dimensionless particle distortion.
Breakup only occurs if the particle distortion y exceeds unity, which means that the deviation of
the particle equator from its equilibrium position has become larger than half the droplet radius.

The Sauter mean radius of the child droplets after breakup is calculated from the following expres-
sion:

3
rP,Parent _ pp rP,Parent -2 6 K_5
Pocnia —| LT0-4K+—5 yo( 120 )

(6.151)

that is based on the conservation of surface energy and energy bound in the distortion and oscil-
lation of the parent droplet and surface energy and kinetic energy of the child droplets.

The TAB model has been used to determine the normal velocity of the child droplets after breakup.
At the time of breakup, the equator of the parent droplet moves at a velocity of Vy=C, C, rj/ in

a direction normal to the parent droplet path. This velocity is taken as the normal velocity component
of the child droplets and the spray angle 6 can be determined from:

tani = Vslip (6.152)

After breakup of the parent droplet, the deformation parameters of the child droplet are set to
y(0)=y(0)=0.
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The following user accessible model constants are available for the TAB breakup model.

Table 6.2: TAB Breakup Model Constants and their Default Values

Con- Value CCL Name

stant

Cy 0.5 Critical Amplitude Coefficient
Cy 5.0 Damping Coefficient

Cr 1/3 External Force Coefficient

Cy 8.0 Restoring Force Coefficient
C, 1.0 New Droplet Velocity Factor
K 10/3 Energy Ratio Factor

Figure 6.4: Particle distortion for the TAB model
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6.5.2.6.ETAB [106]

The enhanced TAB model uses the same droplet deformation mechanism as the standard TAB
model, but uses a different relation for the description of the breakup process. It is assumed that

the rate of child droplet generation, dn(t)/ (dt), is proportional to the number of child droplets:

%n(t)=3 K, n(t) (6.153)

The constant K, depends on the breakup regime and is given as:
k, w Wes<We,

Ky, (6.154)

- k,w\(We We>We,

with We, being the Weber number that divides the bag breakup regime from the stripping
breakup regime. We, is set to default value of 80. Assuming a uniform droplet size distribution,
the following ratio of child to parent droplet radii can be derived:

pchild _ g, ¢

I'pparent (6.155)
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After breakup of the parent droplet, the deformation parameters of the child droplet are set to

y(O) =j/(0)=0.The child droplets inherit a velocity component normal to the path of the parent
droplet with a value:

Vy=Ax (6.156)

where A is a constant that is determined from an energy balance consideration:

r PParent

w
rP,Child +5 CDWe/ 72 T2 (6157)

y

A'=3|1-

with:
Cyo

w=5F —— (6.158)
pP PParent

and C}, being the parent droplet drag coefficient at breakup.

It has been observed that the TAB model often predicts a ratio of child to parent droplet that is
too small. This is mainly caused by the assumption, that the initial deformation parameters y(O)

and y(O) are zero upon injection, which may lead to far too short breakup times. The largely un-
derestimated breakup times in turn lead to an underprediction of global spray parameters such as
the penetration depth, as well as of local parameters such as the cross-sectional droplet size distri-
bution. To overcome this limitation Tanner [107] proposed to set the initial value of the rate of

droplet deformation, y(O) to the largest negative root of Equation 6.108 (p. 269):

j/(O)=[1—WeC( 1-coswty, ) sin(:)tb (6.159)
u
while keeping the initial value of the droplet deformation,y(O):O. tp, is determined from the
following equation:
pp dP,O
tbu=C\’p—F V_PO (6.160)

with C=5.5

The effect of setting y(O) to a negative number is to delay the first breakup of the large initial
droplets and to extend their life span, which results in a more accurate simulation of the jet
breakup.

In addition to the TAB model constants, the following user accessible model constants are available
for the ETAB breakup model:

Table 6.3: ETAB Breakup Model Constants and Their Default Values

Con- Value CCL Name

stant

K, 2/9 ETAB Bag Breakup Factor

K, 2/9 Stripping Breakup Factor

We, 80 Critical Weber Number for Stripping
Breakup
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6.5.2.7.Cascade Atomization and Breakup Model (CAB)

A further development of the ETAB model, is the so-called Cascade Atomization and Breakup
Model (CAB). Identical to the ETAB model, the following equation is used to determine the child
droplet size after breakup:

Ipchild _ g, ;
= r

I'pparent (6.161)
the main difference being the definition of the breakup constant K,,.:
k., w 5<We<80
K, ={k.w\We 80<We<350 (6.162)
k,wWe¥* 350<We
where
C.C
1_1 ktb
k=k, Z nggb) (6.163)
acos (1- T, We, )
and
k=k,/ We,/* (6.164)

The model constants C}, C; and () have the same values as given for the TAB model. For details
see Table 6.2: TAB Breakup Model Constants and their Default Values (p. 281).

In addition to the TAB model constants, the following user accessible model constants are available
for the CAB breakup model:

Table 6.4: CAB Breakup Model Constants and Their Default Values

Con- Value CCL Name

stant

k, 0.05 CAB Bag Breakup Factor

We, 80 Critical Weber Number for Stripping
Breakup

We,, 350 Critical Weber Number for Catastrophic
Breakup

6.5.3.Dynamic Drag Models

Many particle drag models assume that the droplet remains spherical throughout the domain. However,
this is not always the case and the particle shape may be distorted significantly. In the extreme case,
the particle shape will approach that of a disk. The drag coefficient is highly dependent on the particle
shape and it is therefore desirable to modify the standard drag laws to account for the effects of
droplet distortion.

In CFX, the following models are implemented that modify the drag coefficient depending on the
particle distortion:
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6.5.3.1.Liu[108]

The drag coefficient is assumed to vary linearly between that of a sphere and that of a disk:
Cagroplet=Casphere( 1+2.632 y) (6.165)
O<y<1 (6.166)

y is a measure of the particle distortion. If the droplet is not distorted y=0, then the drag coefficient
of a sphere will be obtained. If the particle is maximally distorted y=1, then the drag coefficient

of a disk will be obtained. This drag model is only available for the TAB, ETAB and CAB breakup
models.

Note:

The Liu drag coefficient modification is activated by default for the TAB, ETAB, and CAB
breakup models.

6.5.3.2.Schmehl [105]

The droplet deformation due to external aerodynamic forces leads to a change in the drag coefficient
of the droplet that is assumed to vary between the two limiting geometries, a sphere and a disk.
The drag coefficient of the droplet is given as:

Cd,droplet: f Cd,disc"'(l_f) Cd,sphere (6.167)

with:

_ -0.573, 24
Cisphere=0.36+5.48 Re +Re (6.168)
64

Cagisc=1.1+7Rg (6.169)

and:
f=1-E (6.170)

The droplet aspect ratio, E, and the particle distortion, y, are related as follows:
E=1/ y3 (6.171)

here E is 1 for a sphere and 0 for the distorted particle (disc).

This drag model is available for the Schmehl breakup model only. It is activated by default.

6.6. Particle Collision Model

The following topics will be discussed:
6.6.1.Introduction to the Particle Collision Model
6.6.2.Implementation of a Stochastic Particle-Particle Collision Model in Ansys CFX
6.6.3.Range of Applicability of Particle-Particle Collision Model
6.6.4. Limitations of Particle-Particle Collision Model in Ansys CFX
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6.6.1. Introduction to the Particle Collision Model

Highly loaded gas-particle flows are commonly simulated by the two-fluid model where interactions
between particles are computed using the Kinetic Theory of Dense Gases. In classical Euler-Lagrange
modeling, the equations of motion of individual particles are solved without considering collisions
between particles because the presence of other particles is not taken into account.

The particle-particle collision model ( PPCM) in Ansys CFX takes inter-particle collisions and their effects
on the particle and gas phase into consideration. The model implemented into Ansys CFX is the
stochastic particle-particle collision model by Oesterlé & Petitjean [151] that has been extended by
Frank, Th. [149], Hussmann, B. et al. [150] and Sommerfeld [152].

6.6.1.1. Background Information

Standard Lagrange simulations are constrained to dilute gas-particle flows because particles are
treated as being independent of their neighbors. Activating the particle collision model facilitates
the application of the Lagrange model to dense gas-solid flows with a high mass-loading while the
particle volume fraction is still low. Hence, dense multiphase flows in which contact forces between
particles preponderate over aerodynamic forces exerted by the fluid, such as in fluidized beds or
hoppers, are excluded. This is because the model is limited to binary collisions that dominate, if
the average distance between two particles is much greater than their diameters.

Both the Euler-Euler multiphase model and the "classical" Euler-Lagrange model can approximate
dense gas-solid flows only roughly. The LPTM-PPCM (p. 285) model implemented in Ansys CFX ex-
pands the Euler-Lagrange model by a stochastic inter-particle collision model by enabling the so-
called four-way coupling. Hereby, the mutual influence of gas and particles is accounted for as
well as the mutual interaction of (spherical) particles by means of binary collisions.

6.6.2. Implementation of a Stochastic Particle-Particle Collision Model in
Ansys CFX

The main idea behind the stochastic collision model is the creation of a virtual collision partner, which

is done by using local size and velocity distributions of the droplet phase. Hence, the virtual droplet

is a representative of the local droplet population. This approach avoids the need to know the locations
of neighboring droplets and the time consuming search for collision partners in order to decide
whether a collision takes place or not. Only the droplet size- and velocity-distribution functions must
be stored for each computational element, see Sommerfeld, M. (1996) [152]. The following illustration
shows a virtual collision partner, Particle P2, whose position is determined using the following consid-
erations:

» Stochastic determination

+ Probability equally distributed over cross-section
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Figure 6.5: Position of the Virtual Collision Partner

- Parele P2

Collision evlinder

6.6.2.1.Implementation Theory

For the calculation of the instantaneous velocity of the virtual collision partner, a partial correlation
of the turbulent fluctuation velocities between the real and the virtual particle is taken into account,
as proposed by Sommerfeld, M. (2001) [154]. The correlation is a function of the turbulent Stokes
number St;, which is the ratio of the aerodynamic relaxation time and a characteristic eddy lifetime,
the latter provided by the turbulence model. Small particles being able to follow the gas flow easily
have Stokes numbers below unity; the Stokes numbers of large inertial particles exceed unity.

Sommerfeld’s correlation function,
R(St,)=exp(-0.555t>") (6.172)

which was adapted to LES-data of a homogeneous isotropic turbulence field by Lavieville, J., E.
Deutsch, and O. Simonin (1995) [153], is used to determine the fluctuating velocity of the virtual
collision partner as given below:

v =R(St,)vi+op\[1-R(St,)2 € 6.173)

where the index 1 stands for the real particle and index 2 for the virtual particle, index i represents
the three coordinate directions and the prime indicates a fluctuating part of the velocity. op; is the

i-th component of the mean fluctuation velocity in the control volume. £ is a Gaussian random
number with zero mean and a standard deviation of unity. It represents the uncorrelated part of
the fluctuation velocity of the virtual particle. Its instantaneous velocity is the sum of the fluctuating
part described above and the local mean value. The collision frequency is then determined in
analogy to the Kinetic Theory of Gases [151], by the following equation:

fc=% (dpy+dpy) V.= Vilnp (6.174)

where 71 and Vz represent the instantaneous velocities of the real particle 1 and its collision partner
2.The diameter of the latter is sampled from a Gaussian distribution around the local average value.
The collision probability is a simple function of the collision frequency and the Lagrangian time
step and is calculated as follows:

P.=1-exp(-f At) (6.175)
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The time step can be altered in the collision subroutine to ensure accuracy and stability of the
calculation by limiting it to At<0.05/ fC.This allows for at most one binary collision per time step,
as derived by Sommerfeld, M. [152].

A uniformly distributed random number, ¥, is then generated and compared to the collision
probability P.. If P.>W¥, the inter-particle collision is calculated deterministically. For P.<¥, no
collision occurs and the velocity components of the real particle remain unchanged. In case of a
collision, the location of the virtual particle is determined in a stochastic way. The calculation of

the position of the collision partner relative to the real particle is done in a local coordinate system.
The position is sampled randomly from a uniform distribution on the collision cylinder cross-section
and a distance of the center point according to the sum of the two particle radii. Subsequently,

the position of the virtual particle is transformed back to the global system. A more detailed de-
scription is given by Frank, Th. (2002) [149].

At this stage, information on location, size and velocity of the virtual collision partner is known.
The next step is to determine the change in the velocity components caused by the collision. To
identify the post-collision velocities, the momentum transferred between the particles has to be
determined. For this purpose, it is again suitable to use a local coordinate system, different to the
one mentioned above and fixed to the real particle. To identify the post-collision velocities, the

5
momentum J transferred between the particles has to be determined. Here a distinction is made
between a sliding and a non-sliding collision, if particle rotation is accounted for which affects the

tangential components of J. During a non-sliding collision, the relative movement at the point of
contact ceases; whereas during a sliding collision, relative motion of the contact surfaces is main-
tained under the influence of sliding friction.

6.6.2.1.1.Particle Collision Coefficients Used for Particle-Particle Collision Model

Besides the coefficient of restitution e considering the losses normal to the plane of contact, the
coefficients of sliding and static friction have to be supplied for the particle material, if particle
rotation is taken into account. Hence, in the case of rotating particles, a decision between the

two collision modes is made based on the coefficient of static friction. The respective components
of the transferred momentum are determined and the post-collision velocity components are
calculated in the local coordinate system. Finally these values are transformed back to the global
coordinate system and passed to the Lagrangian solver. Because the computational particles
(parcel) represent a number of real particles, it is assumed that all the real particles inside the
parcel collide with the same number of virtual particles.

The parameters used for the particle collision model are outlined below:
Sommerfeld Collision Model

« Coefficient of Restitution:Enteranumerical quantity or CEL based expression
to specify the value of coefficient of restitution for inter-particle collisions. A value of ‘1.0’
means a fully elastic collision, while a value of ‘0.0’ would result in an inelastic collision.

« Static Friction Coefficient andKinetic Friction Coefficient:Enter
a numerical quantity or CEL based expression to specify values of coefficients of friction
for inter-particle collisions.

See Implementation Theory in the CFX-Solver Theory Guide (p. 286) for more information on
setting up Coefficient of Restitution,Static Friction Coefficient,
and Kinetic Friction Coefficient.
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User Defined

This option is available only if you have created a particle user routine to set up the model.
Specify the name of Particle User Routine and select input arguments and type of particle
variables returned to the user routine from the Arguments and Variable List drop-down list,
respectively. See Particle User Routines in the CFX-Pre User's Guide for information on setting
up a particle user routine.

The friction coefficient values are dependent on particle material and should be obtained from
experimental investigations. As another example, a suitable (static and kinetic) friction coefficient
for the collision of steel particles can be assumed to be equal to 0.15, while a value of about 0.4
is mentioned in literature for glass particles. Furthermore, these values are dependent on the
surface roughness of the particle material and the degree of sphericity of the particle material in
the flow and are therefore subject to uncertainty.

6.6.2.1.2. Particle Variables Used for Particle-Particle Collision Model

The calculation of particle collisions with the Sormerfel d col |i si on nodel uses instant-
aneous and averaged fluid and particle quantities as well as the following additional quantities:

+ Particle number density (p. 288)

+ Turbulent Stokes number (p. 288)

+ Standard deviation of particle diameter and particle velocity (p. 289)

+ Size of the integration time step of the Lagrange particle solver (User Fortran only) (p. 289)
6.6.2.1.2.1. Particle Number Density

The particle number density, np, describes the number of particles per unit volume and is cal-
culated as follows:

ZNAt

- (6.176)
Vol.y

I’IP:

In this expression, the sum is taken over all particles and all time-steps taken in the control

volume of each vertex. Here At is the particle integration timestep and N is the number rate
for the particle. Vol is the volume of the control volume associated with the vertex.

6.6.2.1.2.2. Turbulent Stokes Number

The turbulent Stoke number, St,, is used for the calculation of the fluctuating velocity of the
collision partner of a droplet. The turbulent Stokes number is defined as the ratio of the aero-
dynamic relaxation time, 75, and a characteristic eddy lifetime, t;.

T
Sttzt—g (6.177)
With
p,d;
_rp
=18, (6.178)
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and
—n 2k 6.179)
tp=0.3% (6.
6.6.2.1.2.3.Standard Deviation of Particle Quantities

The calculation of the collision partner requires the instantaneous, the mean, and the standard
deviation values of particle quantities. The standard deviations of the following variables are
calculated and are available for solver internal use, as well as for Particle User Fortran and
postprocessing.

+ Particle Velocity

+ Particle Temperature
+ Particle Diameter

+ Particle Number Rate

The standard deviation of a particle variable, ¢, is calculated within the "vertex variable" ma-
chinery and uses the following definition:

R (6.180)

For information on vertex and RMS particle variables, see Particle Field Variables in the CFX
Reference Guide.

6.6.2.1.2.4.Integration Time Step Size (User Fortran Only)

The particle integration time-step is passed to the collision model routine that is provided by
the user. The timestep size is required to calculate the collision frequency for that particular
integration.

Note:

The particle-integration timestep can be accessed by you but it can not be changed.
The only exception is made for the particle collision model when using Particle User
Fortran. In this case, the solver allows users to overwrite the Parti cl e I ntegra
tion Ti mest ep variable. This extension is required, as the integration timestep
computed from the particle tracker is typically 2 to 4 orders of magnitude larger

than the one computed (and usually needed) by the collision model routine. This
ensures an accurate calculation of the droplet collision in regions with high particle
concentration. For details, see Implementation of a Stochastic Particle-Particle Collision
Model in Ansys CFX (p. 285).

Name Meaning Dimension
Particle Integration Timestep Size of the current integration time-step [Time]
Particle Turbulent Stokes Turbulent Particle Stokes number [1
Number
Particle Number Density Particle number density [1/LengthA3]
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Name Meaning Dimension
RMS Particle Number Rate Standard deviation of the particle [1/Time]
number rate
RMS Velocity Standard deviation of particle velocity [Velocity]
RMS Mean Particle Diameter Standard deviation of particle diameter [Length]

6.6.3. Range of Applicability of Particle-Particle Collision Model

The aim of the LPTM-PPCM (p. 285) is to raise one of the restrictions for a Lagrangian particle tracking
model, namely to extend the range of applicability to higher concentrations of the dispersed partic-
ulate phase. A fluid particle flow can either be characterized by the ratio of the mean time between
particle-particle collisions and the particle relaxation time:

T =_1 pd2
¢/Tp nnd,%vr/#,f; (6.181)

or by the inter-particle spacing defined as the ratio of the distance between two particles in the flow
and the particle diameter:

L _s[m
4, \6a, (6.182)

A fluid-particle flow is particle-particle collision dominated, if the ratio /s < 1, it means that the
P

time between adjacent particle-particle collisions is too small in order to enable the particle to get
accelerated by aerodynamic forces to its normal slip velocity with the carrier fluid until the next
particle-particle collision occurs. This fairly well corresponds to an inter-particle spacing of less than
10 and the fluid-particle flow is called a dense flow.

In the case of dense fluid-particle flow, it is necessary to additionally account for the direct particle-
to-particle momentum transfer. The PPCM model, in accordance with Oesterlé & Petitjean and Som-
merfeld, accounts for this inter-particle momentum transfer by making the assumption that only
binary particle collisions occur in the intermediate regime between dilute fluid-particle flows and flow
regimes in packed and fluidized beds. For the latter conditions it is not sufficient to assume binary
particle collisions and therefore the PPCM model is not applicable to flow regimes, where multiple
particles collide at the same time or stay in direct frictional contact.

Also see Requirements for the Applicability of Particle-Particle Collision Model in the CFX-Solver
Modeling Guide.

6.6.4. Limitations of Particle-Particle Collision Model in Ansys CFX

General model limitations and underlying assumptions are mentioned in Range of Applicability of
Particle-Particle Collision Model (p. 290) and in [149], [150] and [152]. When using the particle-particle
collision model in Ansys CFX, the following limitations apply:

« Particle collisions only take place between particles of the same type.
« Particle collisions are currently only supported for fully coupled particles.

+ Collisions are taken into account in transient simulations only after the second time step, because
the PPCM relies on volume-averaged particle properties, which are available only after the completed
first time step. Thus, averaged particle properties used in the PPCM for the generation of the virtual
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collision partner in binary particle collisions lag behind by one time step. With At—0, the model
converges to the correct particle property representation for the virtual collision partner in the
PPCM, but for large integration time steps the particle phase information seen by the tracked
particle in the PPCM might be inaccurate.

Also see Requirements for the Applicability of Particle-Particle Collision Model in the CFX-Solver
Modeling Guide.

6.7.Particle-Wall Interaction

The following topics will be discussed:
6.7.1.Introduction to Particle-Wall Interaction
6.7.2.The Elsaesser Particle-Wall Interaction Model
6.7.3. Stick-to-Wall Model
6.7.4.The Sommerfeld-Frank Rough Wall Model (Particle Rough Wall Model)

6.7.1.Introduction to Particle-Wall Interaction

Particle-wall interaction involves complex physics and not all aspects are well understood. Dimensional
analysis shows that droplet-wall interaction depends on the wall temperature, wall material and
roughness, impact angle and impact velocity, the existence of a wall film, and various other parameters.

Ansys CFX uses advanced particle-wall interaction and quasi-static wall film models to address some
of the shortcomings found in Ansys CFX 11.0 and previous releases (see the background informa-
tion (p. 291)). The following advanced particle-wall interaction models are available in Ansys CFX:

+ Elsaesser particle-wall interaction model (p. 292) - This model accounts for all of the above listed
influencing factors during the particle droplet reflection.

« Stick-to-wall model (p. 297) - This model enforces all particles that hit a wall to become part of the
wall film.

For details on the implementation of quasi-static wall film in Ansys CFX, see Quasi Static Wall Film
Model (p. 298).

6.7.1.1.Background Information

In Ansys CFX 11.0 and all previous releases, a very simplistic approach is used to describe the process
of particles colliding with walls: It is assumed that during the collision process, particles exchange
momentum only with the wall. During such collisions, the momentum loss is controlled by constant
or time-dependent coefficients of restitution.

In the case of a fully inelastic collision, the particle is collected at a wall; however, the corresponding
particle mass or energy is no longer available for the simulation. It is also not possible to explicitly
account for the effects of wall roughness or wall temperature during the particle-wall interaction.
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6.7.2.The Elsaesser Particle-Wall Interaction Model

The Elsaesser model is used to describe the outcome of a drop impact on a wall. The model distin-
guishes between three impact regimes (p. 292), which are characterized by their wall temperature and
the existence of a wall film.

This model is implemented in Ansys CFX as per Elsdsser [175], however, with one exception that the
double droplet reflection used in the original formulation of Elsdsser is neglected.[”

This section uses the following notation for the remaining part of the model description:

+ Incident parcel is designated with index "0"; whereas, "1" and consecutive integers are used for the
reflected parcels.

« Angles are always defined with respect to the wall tangent.

+ The wall can be dry or wetted with the restriction that the wall film fluid is identical to the particle
fluid.

6.7.2.1.Classification of Impact Regimes

The impact regime classification is based on the work of Bai and Gosman [176], who defined two
limiting temperature to distinguish between the following three temperature regimes:

+ Cold wall with wall film (cold-wetting)
+ Hot wall with wall film (hot-wetting)
+ Hot wall without wall film (hot-nonwetting)

The limiting temperatures are called pure adhesion temperature, Tps, and pure rebound temperature,
Tpr. The pure adhesion and the pure rebound temperatures are functions of the wall and particle

material combination. Further dependencies (such as particle velocity, surface roughness, drop size
and initial temperature) probably play an important role for dynamic impact but are neglected
(usually done in most models), as the influences are not well known. Only the material properties
and the ambient pressure are therefore considered. The correlations used by Elsasser [175] to
compute rebound and adhesion temperatures are strictly valid only for a typical internal combustion
engine application, which involve the interaction of gasoline droplet on a wall material composed
of aluminum.

11 The governing equations used in the formulation of Elsaesser particle-wall interaction
model in Ansys CFX differ in some coefficient values from those presented in Elsdsser [175].
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Figure 6.6: Particle-wall interaction as a function of the incoming particle Weber number (We)
and the wall temperature (Ty,;)
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6.7.2.1.1. Cold Wall with Wall Film (T, < Tpa)

In this temperature regime, also known as cold-wetting, the following three impingement options
are modeled (see Figure 6.7: Particle-wall interactions for cold-wet walls (p. 294)):

+ If the incoming particle Weber number (Weyp) is below a critical Weber number (We_;;) and a
wall film exists, then the impinging droplet is reflected.

+ If the incoming particle Weber number is above a critical Weber number, then the incoming
particle sticks to the wall and forms a wall film (in the particle solver, this means that the particle
type is changed from regular particle to wall particle).

+ If the incoming Weber number is increased further, then splashing occurs. In this case, part of
the incoming droplet sticks to the wall and only part of it is reflected back into the gas phase.
In the current release of Ansys CFX, mass removal from the wall film is neglected.
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Figure 6.7: Particle-wall interactions for cold-wet walls
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6.7.2.1.2. Hot Wall with Wall Film (Tpa < Tyyan < Tgra)

In this temperature regime, also known as hot-wetting, the following impingement options are
modeled (see Figure 6.8: Particle-wall interactions for hot wall with wall film (p. 295)):

+ If the incoming particle Weber number is below a critical Weber number and a wall film exists,
then the impinging droplet is reflected.

+ If the incoming particle Weber number is above a critical Weber number and a wall film exists
already, then the incoming particle sticks to the wall and its mass is transferred to the wall
film.

+ If the incoming particle Weber number is above a critical Weber number, then boiling and
splashing are possible and are allowed to occur independently of each other. Also, a part of
the impinging droplet is transferred into the wall film.

+ If the incoming Weber number is increased further, then splashing occurs. In this case, part of
the incoming droplet sticks to the wall and only part of it is reflected back into the gas phase.
The mass removal from the wall film is neglected.
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Figure 6.8: Particle-wall interactions for hot wall with wall film
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6.7.2.1.3. Hot Wall Without Wall Film (T, > Tra)

In this temperature regime, also known as hot-nonwetting, no wall film can exist and the following
impingement options are modeled (see Figure 6.9: Particle-wall interaction for hot walls without
wall film (p. 295)):

+ If the incoming particle Weber number is below a critical Weber number, then the impinging
droplet is reflected from the wall.

+ If the incoming particle Weber number is above a critical Weber number, then part of the in-
coming droplet is reflected from the wall. The other part of the droplet disintegrates and forms
child droplets that are also reflected off the wall.

+ If the incoming Weber number is increased further, then pure breakup occurs (that is, the in-
coming droplets complete disintegrates and form child droplets that reflect from the wall).

Figure 6.9: Particle-wall interaction for hot walls without wall film
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6.7.2.2.Wall Roughness

Mean roughness values in internal combustion engine applications are of the same order as the
drop diameter. Therefore, a numerical consideration of the roughness cannot be neglected.

The Elsaesser model assumes an idealized 2D roughness profile in the impact plane of the drop. It
is presented as neighboring isosceles triangles with angle @ and a height of R,.

If a wall film exists, an effective film thickness, hy., between roughness elements is calculated from:

hfr=\'2Rthf (6.183)

hy is the local film thickness. A non-dimensional roughness height, y, is computed as:

== (6.184)

with d, being the droplet diameter.

The virtual roughness angle, a, is determined based on hy, and y as follows:

y<0.25and h;>R,  |@=0°

0.25<y<1.0 or hp<R, |@=-60°y*+135°y-30°

y>1and hs <R, a=45°

Particle with a non-dimensional size of larger than R,=0.25 are unaffected by wall roughness, while
for smaller droplets the reflection is computed based on the virtual roughness angle, «t.

Note that contrary to the originally proposed model of Elsasser [175], multiple reflections within
one roughness element are not considered.

Figure 6.10: Treatment of rough walls
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6.7.2.3.Range of Applicability, Input Data and Restrictions

The Elsaesser particle-wall interaction model is mainly targeted towards the application in internal
combustion engines, because most of the correlations used in the model are strictly only valid for
gasoline type of fuels and assume that the wall material is aluminum. The model uses over 50 dif-
ferent model constants internally.

To run a simulation using the Elsaesser wall interaction model, the following input is required:
+ Wall material density

+ Wall material heat capacity

+ Wall material thermal conductivity

The particle solver automatically uses any roughness information you provided to simulate the
droplet reflection.

The Elsaesser model uses the child droplet generation capability of Ansys CFX. This feature is turned
on automatically, if the Elsaesser (or any other) advanced particle-wall interaction model is selected.
Particles that have hit the wall and have been changed into wall particles are reported separately

in the particle fate section. The wall film is represented by wall particles and it is assumed that this
film does not move due to external forces. The wall film can exchange mass and energy with its
surrounding, but no momentum.

6.7.3. Stick-to-Wall Model

The model enforces all particles that hit a wall to become part of the wall film, regardless of their
impact velocity or impact angle. Also, particles that are collected on a wall are able to interact with
their surroundings by exchanging mass and energy (for example, during the droplet evaporation).

6.7.4.The Sommerfeld-Frank Rough Wall Model (Particle Rough Wall Model)

The majority of industrially important disperse multiphase-flows are confined flows, such as flows in
cyclone separators or in pneumatic conveying pipe systems. The motion of large particles, which is
dominated by inertia, is strongly influenced by the confinement. Studies of the wall-collision process
have shown that irregularities due to wall-roughness and deviation of particle shape from a sphere
play important roles [208], [209], [210].

To account for the influence of wall roughness on the particle-wall collision, the irregular bouncing
model of Frank [211] is used. This model is based on the virtual wall model that was proposed by
Sommerfeld [212].
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Figure 6.11: Particle-Wall Interaction at a rough wall. Definition of A~ and characteristic
roughness element length scales

In this model, it is assumed that the reflection of a particle at a rough wall can be modeled as the
reflection of the particle at a virtual wall that is inclined with an angle of y  relative to the real wall.

The inclination angle y, is a function of the wall roughness scale and the particle diameter.

In the model of Frank [4] the inclination angle, Y, is sampled from a Gaussian distribution with a

mean value of 0° and a standard deviation of Ay.The standard deviation depends on the particle

diameter d, and the roughness parameters It is estimated as:

L,
r -
aI‘Ctan If dp Sm(arctanﬂ)

Ay= (6.185)

2H L
arctan— - if dp> m

where:
« L, is the mean cycle of roughness (the average distance between peaks of wall material)
* H, is the mean roughness height

+ AH, is the standard deviation of the roughness height

6.8. Quasi Static Wall Film Model

In Ansys CFX, a so called quasi static wall film model is implemented that neglects the wall film movement
due to external forces, such as shear stress, gravity, pressure forces, etc. In this model, wall particles
interact only with their surroundings via mass transfer (evaporation) or heat transfer (wall conduction,
convection).

The following topics will be discussed:
6.8.1. Assumptions
6.8.2. Determination of Flooded Regime
6.8.3.Energy Transfer to and from the Wall Film
6.8.4.Mass Transfer to and from the Wall Film
6.8.5.Wall Film Thickness
6.8.6.Wall Film in Moving Mesh Applications
6.8.7.User Control for Heat and Mass Transfer Terms of Wall Particles
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6.8.1. Assumptions

The following main assumptions apply to the wall-film model:

The wall film thickness is thin and the wall film does not alter the geometry.

The existence of a wall film has no influence on the turbulence generation in the wall boundary
layer.

Film particles are in direct contact to the wall and heat transfer from wall to film takes place by
conduction.

Film particles originating from different particle types do not mix (that is, fuel droplets that hit oil-
covered walls do not interact with each other). In Ansys CFX, the particle solver checks that only
one particle type can form a wall film on a domain boundary.

In the non-flooded regime wall particles keep their spherical shape.
The simulation is assumed to be turbulent.
The wall film model can be used only in transient simulations.

The wall film model cannot be used together with dispersed Eulerian particles.

6.8.2. Determination of Flooded Regime

By default, it is assumed that a wall face is covered by a wall film (flooded) as soon as the first wall
particle is created on that particular face.

6.8.3.Energy Transfer to and from the Wall Film

The total heat transfer to a single wall film droplet is found from the following energy balance:

dT
MCy gt = Qcond * Qconv+ Qevap+ de (6.186)

6.8.3.1.Conductive Heat Transfer

Q. is the heat conducted from the wall, as given by:

Q

cond

=h Ap(Tu~T)) (6.187)

where h:AP/A is the conductive heat transfer coefficient and A4, is the wall area covered by the
particle. This term is always included in the energy equation for wall particles.

6.8.3.1.1.Non-flooded Regime

In the non-flooded regime, A is assumed to be equal to the drop diameter. The wall contact area
is computed from A,=0.25md3.

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
of ANSYS, Inc.and its subsidiaries and affiliates. 299



Particle Transport Theory

6.8.3.1.2.Flooded Regime

In the flooded regime, A is set equal to the wall film thickness, 6. The wall contact area is

computed from A= Volp/(Sf, with Vol, being the volume of the particle and § the wall film
thickness that was computed at the previous time step.

6.8.3.2. Convective Heat Transfer

The heat transferred from the gas to the film, Q_ . is given by:
Qeony=nAp(Tg=Tp) (6.188)

where 4, is the area covered by a wall particle, T4 is the conservative gas temperature at the
particle position, and h is the film heat transfer coefficient.

This term is always included in the energy equation for wall particles.
6.8.3.2.1.Non-flooded Regime

For the non-flooded regime, 4, and h are computed as:
Apzndf,

(6.189)
h=Nul;/d,

The Nusselt number used for the calculation of h is computed using the Ranz-Marshall correlation
for a sphere:

Nu=2+0.6*\Re Pr1/3 (6.190)

6.8.3.2.2. Flooded Regime

In the flooded regime, h is set equal to the transfer coefficient for energy computed by the flow
solver.

Note:

The energy transfer coefficient is only available for turbulent flows. A physics check is
added to the tracker setup phase to make sure that you set the flow type to turbulent.

6.8.3.3. Calculation of the Average Wall Film Temperature

The average wall film temperature (that is, the temperature of all wall particles associated to a
boundary vertex) is computed by using the particle vertex machinery, by adding up contributions
of wall particles (particles that already exist and new particles that turn into wall particles). This is
done as a postprocessing step after all particles have been tracked.

6.8.3.4. Evaporation from Film

Qevap accounts for the energy that is removed from the wall film particle, as it evaporates into the
surrounding medium:

300
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Qevap=thV (6.191)

V is the latent heat of vaporization, m, is the rate of evaporation.

6.8.3.4.1. Non-flooded Regime (Non-boiling)

The mass transfer rate for a single droplet is computed using the Liquid Evaporation Model. For
particles below the boiling point, the following relation is used:

mp=hy, Ap W, log X, (6.192)

The transfer coefficient, h,,, is defined as:
hw=Shp, D/ dp (6.193)

The Sherwood number is calculated using the Ranz-Marshall correlation for a sphere as:

Sh=2+0.6*Re (v/Dy)"*
6.8.3.4.2.Flooded Regime (Non-boiling)

The mass transfer rate of a particle component, p, into the coupled Euler phase can be determined
by considering species mass balances on control surfaces on either side of the phase interface:

mp=Ygsmp+], (6.194)

Y is the mass fraction of the particle component at the film surface, and ]P is the surface diffusive

mass flux.

The surface mass flux can be expressed in terms of a mass transfer coefficient, k, as:
J,=k(Ys-Y) (6.195)

Y is the mass fraction of the volatile particle component as obtained from the flow field solution.
The transfer coefficient, k, is set equal to the transfer coefficient for scalars as computed by the
flow solver.

Inserting Equation 6.195 (p. 301) into Equation 6.194 (p. 301) and solving for my, gives:

. YS_ Y
mP:kl—_YS (6.196)

6.8.3.4.3.Flooded and Non-flooded Regime (Boiling Particles)

For particles above the boiling point this relation is used:

- ( Qcond+ QCOHV+ Qrad] (6.197)

where and and Q_., is given by Equation 6.187 (p. 299) and Equation 6.188 (p. 300) respectively.

de is computed in the same way as for regular particles.
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6.8.4. Mass Transfer to and from the Wall Film

Mass transfer due to evaporation is computed from Equation 6.192 (p. 301), Equation 6.196 (p. 301) or
Equation 6.197 (p. 301) depending on the regime (viz., flooded or non-flooded) and the state of the
particle (viz., boiling or non-boiling). Mass transfer from impinging droplets is computed by simply
adding the droplet mass to the film mass on a particular wall face.

6.8.5.Wall Film Thickness

The wall film thickness on a given (control volume) wall face is computed from the volume fraction,
rpw. of all wall particles in a control volume, times the ‘control volume’ volume, Vol,,, divided by the
local control volume face area, Ay cv:

_IpwVoly,

= 6.198
f Aw,cv ( )

The generalization to control volume sectors or element faces is straightforward.

6.8.6. Wall Film in Moving Mesh Applications

Even though the wall film is assumed to be not moving due to external forces, there may be situations,
where the wall film is either moving with the wall (for example, piston top) or moving relative to the
grid (for example, cylinder wall). The second situation occurs due to the moving mesh approach used
for simulations with changing geometries.

Both situations are handled with the current approach without user interference. The distinction
whether wall particles move with a wall or move relative to the underlying mesh is based on the
value of the so called Wall Velocity, which is given as:

For the moving wall:

Velocity of mesh (V,esn)= Velocity of wall (V,,,)= Velocity of wall-particle (Vyaii-particle)

For the stationary wall:

Velocity of mesh (Veqn) # 0, Velocity of wall (V,,4)= Velocity of wall-particle (V,y,ji-particie) = 0

6.8.6.1. Wall Film Moving with Mesh

The situation is identical to the case, where wall particles are located at a non-moving wall.

When a particle has hit a wall face, the topological data of the impact is known and is stored in
the particle database. Because the particle does not move, there is no need to update this data
during the simulation.

6.8.6.2.Wall Film Moving Relative to Underlying Mesh

This case requires the update of the wall particle topology data during the simulation, as wall
particles may cross elements due to the specified mesh movement. The relocalization of wall particles
is currently done after all particles have been tracked. Due to performance reasons the update is

not done while tracking wall particles. Relocalizing wall particles at the end of a fluid time step
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therefore puts an upper limit onto the maximum allowed fluid time step, because for accurate
simulations wall particle should not cross more than one element per fluid time step. If a too large
time step is used, wall particles will put their heat and mass sources into the last known element.

6.8.7.User Control for Heat and Mass Transfer Terms of Wall Particles

In Ansys CFX, the coupling of heat and mass transfer terms of wall particles into the coupled Eulerian
phase can be controlled, similar to the coupling control for regular particles. However, it is not possible
to control the coupling on a term-by-term basis, but the coupling is applicable on the global equation
level. This means that if the particle energy equation is run in a fully coupled mode, then this will not
only apply to regular particles, but also to wall bounded particles (and the wall film they represent).
Likewise, if the coupling of the energy equation is set to one-way coupled, then this also applies to

the wall particles of that particular particle type. The coupling control for wall particles is essentially
identical to what is currently done for regular particles. The same applies to the particle mass transfer
equation.
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Chapter 7: Combustion Theory

This chapter covers the implementation of the combustion models in the CFX-Solver and extends the
ideas covered in Multicomponent Flow (p. 61). You should be familiar with the multicomponent flow
chapter before reading this section.

This chapter describes:
7.1.Transport Equations
7.2.Chemical Reaction Rate
7.3.Fluid Time Scale for Extinction Model
7.4.The Eddy Dissipation Model
7.5.The Finite Rate Chemistry Model
7.6.The Combined Eddy Dissipation/Finite Rate Chemistry Model
7.7.Combustion Source Term Linearization
7.8.The Flamelet Model
7.9.Burning Velocity Model (Premixed or Partially Premixed)
7.10.Burning Velocity Model (BVM)
7.11.Laminar Burning Velocity
7.12.Turbulent Burning Velocity
7.13.Extended Coherent Flame Model (ECFM)
7.14.Residual Material Model
7.15.Spark Ignition Model
7.16. Autoignition Model
7.17.Phasic Combustion
7.18.NO Formation Model
7.19.Chemistry Postprocessing
7.20.Soot Model

The following sections outline the basis of the implementation of combustion modeling in CFX. First,
the transport equations for energy and the components are revisited, then the chemical reaction rate
computation is described, and finally, the computation of the rate of progress of a chemical reaction
is explained in the context of the Eddy Dissipation and Finite Rate Chemistry Models. Extinction is
modeled by setting the reaction rate locally to zero.
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7.1.Transport Equations

Combustion models in CFX use the same algorithm used for Multicomponent Fluid with the addition
of a source/sink term due to chemical reactions. The equation of transport for component / with mass
fraction, Y | is then:

d(pY)) a(p uj YI) d Y,
-0 -1 7.1
gt *T ax;  Cox |\l ax, |t v

where the source term § | is due to the chemical reaction rate involving component /.

7.2.Chemical Reaction Rate

In general, chemical reactions can be described in terms of K elementary reactions involving N - com-
ponents that can be written as:

Ne Ne
Z v, [S Z Vig 1 (7.2)
I=AB.,.. I=AB,..

where v, is the stoichiometric coefficient for component I in the elementary reaction k. The stoichiomet-
ric coefficients for reactants are denoted by a single dash, v';;, and those for products by a double dash,
v//kl.

The rate of production/consumption, S;, for component I can be computed as the sum of the rate of

progress for all the elementary reactions in which component [ participates:
K

S=W,; Z (VZI_V;(I) Ry (7.3)

k=1

where R, is the elementary reaction rate of progress for reaction k, which in CFX can be calculated
using the Eddy Dissipation Model or/and the Finite Rate Chemistry Model. W, is the molar mass of
component |.

7.3.Fluid Time Scale for Extinction Model

When the model for flame extinction at high turbulence is activated, local extinction occurs when 7,<t,.

While 7. is directly specified, the turbulence time scale is computed from the CFD solution fields. One
possibility is to apply the Kolmogorov time scale:

TKolmogorov™= \/E_ (7.4)

An alternative is to use the mixing time scale:

<

k
-k (7.5)

Tmixing
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7.4.The Eddy Dissipation Model

The eddy dissipation model is based on the concept that chemical reaction is fast relative to the
transport processes in the flow. When reactants mix at the molecular level, they instantaneously form
products. The model assumes that the reaction rate may be related directly to the time required to mix
reactants at the molecular level. In turbulent flows, this mixing time is dominated by the eddy properties
and, therefore, the rate is proportional to a mixing time defined by the turbulent kinetic energy, k, and
dissipation, €.

£
rate « & (7.6)

This concept of reaction control is applicable in many industrial combustion problems where reaction
rates are fast compared to reactant mixing rates.

In the Eddy Dissipation model, the rate of progress of elementary reaction k, is determined by the
smallest of the two following expressions:

7.4.1.Reactants Limiter

R,;A% min[%) (7.7)

where [ /] is the molar concentration of component / and / only includes the reactant components.

7.4.2.Products Limiter

(1)

WI
R=AB%|H5— 7.8
TR X W 7
P

where P loops over all product components in the elementary reaction k.

The products limiter is disabled when the model coefficient B is set to a negative value. For both
single step and multi-step reaction schemes, it is turned off by default, (set to -1), but may be turned
on by explicitly setting the model coefficient B to a positive value (although this is not recommended
for multistep reaction schemes).

7.4.3. Maximum Flame Temperature Limiter

Optionally, a maximum flame temperature may be applied for the Eddy Dissipation model. The reaction
rate is smoothly blended to zero when the specified upper temperature limit is approached. This is

implemented by an additional bound added to the minimum condition in the EDM reaction rate:
£

Rimrr=A7 Cyrr (7.9)
where:

C
Curr=max {(Tmax-T).O[K1} - K- (7.10)
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Cyrr May be interpreted as a virtual concentration, which vanishes if the temperature is equal to
the maximum flame temperature. Cp is the specific heat capacity of the fluid mixture at constant
pressure and AHp, is the reaction heat release per mole.

7.5.The Finite Rate Chemistry Model

The Finite Rate Chemistry model, as implemented in CFX, assumes that the rate of progress of elementary
reaction k can be reversible only if a backward reaction is defined. Therefore, the rate of progress R |,

is computed as:

N¢ , N¢ ,
Re=|F, |1 [1]"-B, [1 1] (7.11)
I=AB,... I=AB.,...

where [ /] is the molar concentration of component / and F , and B | are the forward and backward
rate constants respectively.

r represent the reaction order of component / in the elementary reaction k. This reaction order is equal
to the stoichiometric coefficient for elementary reactions, but it can be different for certain global reac-
tions.

The only built-in formula for the forward and backward rate constants assumes an Arrhenius temperature
dependence as:

k—k Xp RT (7.12)
B,=A, 1 ﬁk -k

where:

+ A is pre-exponential factor
* B, is the temperature exponent (dimensionless)
+ E is the activation energy

« Tis the absolute temperature
Ry, can also be specified directly without using relations.

Separate sets of coefficients 4, ﬁk and E, are applied to forward and backward rates.

7.5.1.Third Body Terms

In cases that a third body is needed for the reaction to occur, the rate of progress described earlier
is scaled by:

N
Zlaki [Ii] (7.14)
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where qa; is the relative participation of component /; in reaction k.

For those components that have a high probability to participate in the reaction, the coefficient a,;
is higher than those that rarely participate or do not participate at all (a;;=0). If the third body term
is present in a reaction, CFX assumes the default efficiency for all components (Option = Def aul t).
Efficiency factors can be specified for individual species by setting Option to Ef fi ci ency Fact or
Li st and listing the components as well as their efficiency factors in the Mat eri al s Li st and

Ef fici ency Factor List parameters, respectively. If the Ef fi ci ency Factor Li st option
is effective, the default still applies to those components that are not listed.

7.6.The Combined Eddy Dissipation/Finite Rate Chemistry Model

The effective reaction rate, for the combined model, is computed to be the minimum of the Finite
Chemistry Rate and the Eddy Dissipation rate.

The Theory documentation for this model is the same as for others:
+ The Eddy Dissipation Model (p. 307)

+ The Finite Rate Chemistry Model (p. 308)

7.7.Combustion Source Term Linearization

The combustion source terms may have a dominant influence on the solution of the scalar and energy
equations. Thus, it is important to treat the combustion source terms carefully in order to obtain robust
convergence of the fluid flow.

A property of multicomponent fluids is that the mass fraction of any given component is bounded
between 0 and 1. Combustion tends to drive reactant concentrations towards the lower limit and
product concentrations toward the upper limit. If the timestep is large, the combustion sources may
cause scalars to exceed these bounds. Thus, the sources may need to be moderated to maintain phys-
ically realistic mass fractions.

The combustion sources in CFX have been linearized to prevent the formation of negative mass fractions.
Consider the solution of component / with the source term, R, which is calculated from Equa-

tion 7.15 (p. 309) in each control volume. To prevent the mass fraction of / from exceeding the bounds

of 0 to 1, the source term is calculated according to:

R-|R| ) ( R+|R,
= I+ =3
source ( T 201-1)

](1—1) (7.15)

where I'=max(8,/) and where (1-1)"=max(65,1-1)

and & is a small number (set to 10%). The combustion reaction rate should approach 0 whenever any
of the reactant or product mass fractions approach 0. If the source is positive (for products), then the
first term on the right hand side of Equation 7.15 (p. 309) is zero and the source is:

source=R; if I<1-6 (7.16)

otherwise:
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source =R, @ (7.17)

Therefore, as products—1, source—0.

If the source is negative (reactants), then the second term on the right hand side of Equation 7.15 (p. 309)
is zero and the source is:

source=R,; if 126 (7.18)
otherwise:
R; 1
sourcez( (15 ) (7.19)

Therefore, as reactant —0, source —0.

This treatment of combustion sources enables larger timesteps to be used in calculating a steady-state
solution than would be possible without the linearization.

7.8.The Flamelet Model

The flamelet concept [37] for non premixed combustion describes the interaction of chemistry with
turbulence in the limit of fast reactions (large Damk&hler number). The combustion is assumed to occur
in thin sheets with inner structure called flamelets. The turbulent flame itself is treated as an ensemble
of laminar flamelets that are embedded into the flow field.

The Flamelet model is a non equilibrium version of the classical "Burke-Schumann" limit. It adds new
details to the simulation of combustion processes compared to other common combustion models for
the price of the solution of only two scalar equations in the case of turbulent flow. An arbitrary number
of intermediates may be specified as long as their laminar chemistry is known.

The main advantage of the Flamelet model is that even though detailed information of molecular
transport processes and elementary kinetic reactions are included, the numerical resolution of small
length and time scales is not necessary. This avoids the well-known problems of solving highly nonlinear
kinetics in fluctuating flow fields and makes the method very robust. Only two scalar equations have

to be solved independent of the number of chemical species involved in the simulation. Information

of laminar model flames are pre-calculated and stored in a library to reduce computational time. On

the other hand, the model is still restricted by assumptions like fast chemistry or the neglecting of dif-
ferent Lewis numbers of the chemical species.

The coupling of laminar chemistry with the fluctuating turbulent flow field is done by a statistical
method. The PDF used can in principle be calculated at every point in the flow field by solving a PDF
transport equation as shown by Pope and many others. The most often mentioned advantage of this
method is that the nonlinear chemical source term needs no modeling. Even though the method avoids
some modeling that is necessary if using moment closure, it still requires modeling of some of the most
important terms, in particular, the fluctuating pressure gradient term and the molecular diffusion term.
If combustion occurs in thin layers as assumed here, the molecular diffusion term is closely coupled to
the reaction term and the problem of modeling the chemical source term is then shifted towards
modeling the diffusion term.

However, there is no source term in the mixture fraction equation, which is the principal transport
equation in the Flamelet model. Therefore, a presumed beta-PDF, which is a commonly accepted choice,
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is used here. Additionally, this avoids the extremely large computational efforts of calculating the PDF
in 3D with a Monte Carlo method.

The following list outlines the assumptions made to derive the Flamelet model:
+ Fast Chemistry

* Unity Lewis numbers for all species, Le;=1

+ Combustion is in the Flamelet Regime

« Two feed system, that is, fluid composition at boundaries must be pure "fuel," pure "oxidizer" or a
linear blend of them.

+ Diffusion flames. For premixed or partially premixed combustion, the Flamelet model can be combined
with a model for reaction progress. For details, see Burning Velocity Model (Premixed or Partially
Premixed) (p. 315).

Fluid properties, including temperature and density, are computed from the mean composition of the
fluid in the same way as for other combustion models, such as the Eddy Dissipation model.

The Flamelet model as implemented in CFX can be applied for non-adiabatic configurations. The only
limitation is that changes in the composition of the fluid due to different temperature and pressure
levels are not accounted for. However, the effect of heat loss and pressure on density and temperature
is taken into account. For heat losses occurring in many combustion devices, the influence of heat losses
on composition is sufficiently small to be neglected.

In a large number of industrial combustion devices, pure non-premixed combustion is less present than
premixed or partly premixed combustion. In CFX, a model for premixed and partially premixed combus-
tion is available, which involves the Flamelet model as a sub-model. For details, see Burning Velocity
Model (Premixed or Partially Premixed) (p. 315).

7.8.1.Laminar Flamelet Model for Non Premixed Combustion

A diffusion flame is characterized by the diffusion of reactants into the flame front. While convective
and diffusive time scales are of the same order of magnitude, the chemical time scales are much
smaller for typical combustion processes of interest. Several approaches to treat chemical reactions
have been developed and tested during the last decades.

The assumption of local chemical equilibrium has often been used in modeling the fast chemistry
regime. For hydrocarbon flames, however, the assumption of local chemical equilibrium results in an
over-prediction of intermediates like CO and H,. This suggests that non equilibrium effects are import-

ant in modeling these flames. Further essential non equilibrium effects are flame extinction, lift-off
and blow-out.

Another well known approach is the flame sheet model of Burke and Schuman often characterized
as 'mixed is burned'. Here, only the mixture of the reactants is calculated and the chemistry is treated
as infinite fast and complete when mixing is complete. Therefore, combustion occurs in an infinitely
thin sheet at the surface of stoichiometric mixture. Again non equilibrium effects are not taken into
account, which are important if the strongly varying time scales of the turbulent flow fields approach
those of the chemical reactions.
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Linan [42] was the first who incorporated non equilibrium effects in diffusion flames. He analyzed the
inner structure of the thin laminar flame sheet, referred to here as a Flamelet using an asymptotic
description with a large Damkohler number as the expansion parameter. The Damkéhler number is
the ratio of flow to chemical time scales:

t
DG:t_i (7.20)

Linan’s method is similar to Prandtl's boundary layer theory. The inner layer of the thin reaction sheet
with well defined structure is called "Flamelet" from now on. A more simple description of flamelets
is possible by using the mixture fraction, which is the sum of all elementary mass fractions:
N4 M
=1

which have its origin in a system consisting of fuel inlet (labeled 1) and oxidizer inlet (labeled 2). Here
Y; is the mass fraction of species i, Z; the mass fraction of a chemical element j (such as C or H), M

the molecular mass, and g;; the number of elements j in the molecule i

ZF 1 ZO idi
7= ue =1- xidizer 7.22
ZFuel,l ZOxidizer,Z ( )

Assuming equal diffusivities and heat capacities for all chemical components a conservation equation
for the mixture fraction Z can be derived by summing all species conservation equations, and the
chemical source terms therefore cancel exactly. The mixture fraction is not influenced by chemical
reactions because it deals with elements rather than molecules, and elements are not affected by
chemistry.

G(PZ)Jra(PZ)_L oz (7.23)
at ax; ox;\PY ox; '

The isosurface Z=Z, determines the location of stoichiometric mixture. To be able to describe the

location of the flamelets anywhere in the flow field, a new coordinate system is introduced here. One

of its coordinates is locally perpendicular to the surface of stoichiometric mixture.

The transformation is shown for the temperature equation as an example. The 3 terms at the right
hand side represent chemical reactions, radiation and the transient pressure gradient, respectively.
The last is important for combustion involving fast changing pressure such as in closed burning
chambers of a piston engine.

p%+pva aa);[;—a?(a(ng)z;%Zg—: wk+z—§+c—1p% (7.24)
After applying the following transformation rules:
2-9,92.0 (7.25)
aik = aazk * ngk 2 (k=2,3) (7.26)
=t (727)

1

and using the assumption of a constant Lewis number:

__A
Le'pch

(7.28)
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you obtain the temperature equation in the form:

or . aT . ar ) D) ar D) ot
P(F*“zﬁusﬁ)‘ 0x, 0Z, 0x; 0Z,

( ) az _O'T_ Zaz T 6T+6T
o2t ax 0707, + “0x, 0Z0Z, 522 972 (7.29)

n
_1 10P
~ P Zl m+Cp+Cp ot

Because the Flamelet is assumed to be thin, only gradients normal to the surface of stoichiometric
mixture are large, and all terms without a second derivative in respect to the mixture fraction Z can
be neglected. When this is done formally by introducing a stretched coordinate, it turns out that the
remaining equation is essentially one dimensional. The same arguments apply for all other equations
as well:

hmit g, + <, 51 (7.30)

Non equilibrium effects - the influence of the outer flow field on the inner reaction zone - are described
by the scalar dissipation rate X, at stoichiometric mixture.

X,,=2 Dst(vz)i (7.31)

It represents a reciprocal residence time that is increased by stretch effects of the flow field and reduced
by diffusion. At a critical value of X=Xq the flame shows a threshold behavior and extinguishes. The

stretch in physical space leads to a reaction zone that is so thin that the production of heat cannot
balance the heat loss caused by conduction. The temperature drops to unburnt values and the reactions
freeze. 'Freeze' means they are at lower temperatures and are much slower than the fluid time scales.

The important conclusion of this derivation is that flamelet structures in the presence of fast chemistry
can be described by one dimensional model flames. This will be used to model reacting turbulent
flow fields.

7.8.2.Coupling of Laminar Flamelet with the Turbulent Flow Field

In the turbulent flow field, the Favre averaged (tilde superscript) mixture fraction equation is solved:

a(gtz) +6(ZZZ) :aij (_+ﬁ) g_i (7.32)

The Favre averaging is extensively explained in the theory documentation of CFX. Statistical information
on the mixture fraction is obtained from the variance of Z.

o) i) o (1w )0z, u(aZ) -
ot * 0x; :ax,- (’H "2} 0x; zaz(ax] P X (7.33)

The structure of this equation is similar to the mixture fraction equation itself except for last two
terms on the right hand side. The first source term is the production and the second source term
models the dissipation of the variance. Here, y stands for the scalar dissipation rate and is modeled
in turbulent flow using the empirical relation:
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x=Cy= 7" (7.34)

= m

It includes the effects of strain as well as mixture fraction fluctuations. The standard set of model

coefficients in CFX is 0,=0.9, 0,,=0.9 and C,=2.0

The mean composition of the fluid is computed as a function of mean mixture fraction, mixture
fraction variance and scalar dissipation rate by look-up in a flamelet library:

1
;': ;i(g’illz’ist)z-([Yi(z’~st)'P§i”z(Z) 0Z (7:33)

The integration over the probability density function (PDF) P is not carried out during the CFD calcu-
lation, but is reflected in the flamelet library. For details, see Flamelet Libraries (p. 314). The CFD solver
looks up the preintegrated values from the library.

In principle, many types of PDF could be applied, but the most commonly agreed choice is the Beta-
PDF.The shape of P is presumed to be that of a beta function (S-function):

b A2)- 7Y (1-2)""
zz"\ "I (7.36)
g g i(1-p)" dy ’
a=Z M—l ,b:(1—2)(@—1] (7.37)
Z// Z//

The Beta-PDF is used for the Flamelet libraries shipped with CFX.

Note that for the table look-up, the solver is actually using y instead of Xst,that is, the local value of

the scalar dissipation rate is applied instead of the value at stoichiometric mixture fraction. This is
exact only for stoichiometric mixture or for vanishing variance of mixture fraction (perfectly premixed
case). However, many radicals of interest, for example, OH radicals, have significant concentrations
only at stoichiometry and in its surrounding, which makes this approximation acceptable. In principle,
X, could be derived from the solution fields, but this would introduce errors, too, because it would

require either additional modeling or averaging over the computational domain.

7.8.3.Flamelet Libraries

A flamelet library provides the mean species mass fractions as functions of mean mixture fraction,
variance of mixture fraction and scalar dissipation rate:

Y= ?,-(E,Z"Z,ist) (7.38)

A separate Flamelet library is required for each fuel and each combination of fuel/oxidizer inlet tem-
peratures and pressure level. The libraries shipped with CFX are listed in Table 7.1: Flamelet libraries

included with CFX (p. 315). The files reside in the subdirectory: <CFXROOT>/ et c/ r eact i ons- ex-
tral/flamel et/
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where <CFXROOT> is the location of your CFX installation.

Table 7.1: Flamelet libraries included with CFX

Library file name Fuel/Ox- Truel T oxid Pres-
idizer sure

H2_Air_Tf300K_Tox300K_p1bar.fll hydrogen/air 298 298 1
[KI [KI [bar]

CH4_Air_Tf298K_Tox298K_p1bar.fll Methane/air 300 300 1
[KI (K] [bar]

7.9.Burning Velocity Model (Premixed or Partially Premixed)

The model for premixed or partially premixed combustion can be split into two independent parts:

+ Model for the progress of the global reaction: Burning Velocity Model (BVM), also called Turbulent
Flame Closure (TFC)

+ Model for the composition of the reacted and non-reacted fractions of the fluid: Laminar Flamelet
with PDF

The mass fractions in the non-reacted fraction of the fluid, Y; s, are obtained by linear blending of
fuel and oxidizer compositions. The species mass fractions in the burned fraction of the fluid, ¥ neq
are computed by applying the Flamelet model.

7.9.1.Reaction Progress

A single progress variable, ¢, is used to describe the progress of the global reaction:
Fuel+Oxidizer—Products (7.39)

The composition of the fluid is determined by blending the compositions of the non-reacted state
(fresh gases) and the reacted state (burned gases), where c=0 corresponds to fresh materials and
c=1 corresponds to fully reacted materials.

In turbulent flow, a bimodal distribution of ¢ is assumed. At any given time and position in space the
fluid is considered to be either fresh materials or fully reacted. This assumption is justified if the
chemical reaction is fast compared to the integral turbulent time scales of the flow.

Then, the averaged reaction progress variable, E, is the probability for the instantaneous state of the
fluid being reacted. The mean species composition of the fluid is computed according to:

Yi= ( 1_2) Yi,fresh"'z Yi,burned (7.40)

For example, if ¢=0.6, then the fluid at the given position will be fully reacted during 60% of time
and non-reacted during the remaining 40% of time.

The reaction progress variable is computed by solving a transport equation:

0(pc) a(puc) o [(- H)ac
ot *T ox; " ox (PD"FC)a_Xj

+0o, (7.41)
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The default value of the turbulent Schmidt number o, for the reaction progress variable is 6.=0.9.

In the limits of pure fuel and pure oxidizer, the reaction progress is not well defined because burnt
and unburnt conditions correspond to the same physical state:

i;i,burned(éz 0) = ;i,fresh(zz O) (7.42)

Yi,burned(gz 1) = Yi,fresh(éz 1) (7.43)

This poses the issue of which boundary value to specify for ¢ when the mixture is either pure fuel or

pure oxidizer. Even though different values for ¢ correspond to the same mixture composition, it is
still important to impose the proper value on the boundary, because it controls the combustion regime
in the domain after mixing has occurred:

.- ¢=0 corresponds with premixed combustion
- c=1 corresponds with non-premixed combustion (diffusion flame)

In most cases, c=0 is appropriate for fuel inlets (in fact, if c=1 for fuel the Flamelet model could be

used and not solve for ¢ at all). For oxidizer inlets, the appropriate boundary value depends on the
mixing process in the domain:

- ¢=0 for oxidizer premixing with fuel (e.g., primary air)

- ¢=1 for oxidizer mixing with products (e.g., secondary air)

However, which case applies may not be known prior to the simulation. In case of a flow split, it may
even be that both cases occur for the same oxidizer inlet. In this situation, the artificial distinction

between "burnt air" (c=1) and "fresh air" (c=0) may cause unphysical behavior such as even fuel being
generated by mixing of products with fresh air. For example, mixing "fresh air" (c=0, Z=0) with

products (c=1, Z=Z) would result in a mixture that is only partially burnt (E:a,Z:a-Zst).The reaction

progress of the resulting mixture equals the fraction of products a<1, equivalent to fuel being re-
established. This is unphysical. The correct behavior would be obtained by mixing products with

"burnt air" (E= 1, 2=O).

7.9.2.Weighted Reaction Progress

In order to overcome the boundary value issue for reaction progress on oxidizer inlets, the weighted
reaction progress, F, is introduced:

F=7-(1-¢) (7.44)

Because E:O for pure oxidizer, the weighted reaction progress is well defined to be E':O. Linear

combination of the transport equations for Z and c yields the following transport equation for the
weighted reaction progress:
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dor)  doir)
ot o
- - (7.45)
o (=, K oF —, K)oz o) T —
=9 (PD+0_F) a_x,-]’“z(pD”G_p)(aTq'a_)q)_Z We
The turbulent Schmidt number for the weighted reaction progress by default is 6=0.9. Because of
the formal derivation of the transport equation, its solution will be equivalent to solving for reaction
progress directly; that is, introducing the weighted reaction progress overcomes the boundary value

issue for reaction progress without changing the model. Reaction progress can be restored from
mixture fraction and the weighted reaction progress according to

c=(z-F)/ z (7.46)

The recipe for C is ill-posed for Z=0. Therefore, numerical treatment is implemented in the limit of
pure oxidizer to smoothly blend both the reaction progress and its gradient to zero:

~ a~ -~
C_’O;a_; —0as Z-0

Default for Ansys CFX 2021 R2 is to solve for weighted reaction progress. Expert control (CCL) is
available for reverting to the standard reaction progress equation:
FLUI D MODELS:
Option = Burning Vel ocity Model
REACTI ON PROGRESS VARI ABLE:
Option = Reaction Progress
# defaul t: Weighted Reaction Progress

END
END

7.10.Burning Velocity Model (BVM)

The burning velocity model (BVM), also known as turbulent flame closure (TFC), is used to close the
combustion source term for reaction progress.

—_o_0 [(-p) 2c
We=Sc- aX}_((p D) axj) (7.47)
Se=p, St|Vcl (7.48)

Where p_is the density of the unburnt mixture. Note that the molecular diffusion term for the reaction
progress is removed from the transport equation. The diffusive exchange of species and energy, which

makes the flame proceed in space, is already accounted for by the source term S.. However, turbulent
transport is a convective process and is modeled using the Eddy Diffusivity approximation.

The model is completed with a closure for the turbulent burning velocity s;. Accordingly, this type of
model is called Turbulent Burning Velocity Model (BVM). The concept has two significant advantages
compared to models based on molecular reaction rates:

1. In a given configuration, s; typically varies by only 1 order of magnitude. In contrast, molecular
reaction rates occurring in combustion of hydro-carbonates typically vary in the computational
domain by several orders of magnitude.
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2. sy can be measured directly in experiments, that is, data is available for the quantity that is modeled.

Further, the burning velocity directly determines target quantities of a simulation, such as flame position.
Thus, it is easier to derive and fine-tune accurate models for the burning velocity model than to do so
for approaches based on molecular reaction rates.

7.10.1. Equivalence Ratio, Stoichiometric Mixture Fraction

Referring to the unburnt mixture, the equivalence ratio ¢ describes the ratio of fuel relative to the
amount of fuel that potentially could be burnt with the available oxidizer. For stoichiometric mixture,
the equivalence ratio is defined to be =1, that is, the amount of fuel and oxidizer match such that
they could be burnt with neither fuel nor oxidizer left behind. ¢>1 indicates fuel-rich mixtures (excess
fuel), and @<1 indicates fuel-lean mixtures (excess oxidizer). The limits are ¢=0 for pure oxidizer and
=00 (infinite) for pure fuel.

When the stoichiometric mixture fraction Z; is known, the local equivalence ratio can be computed
from mixture fraction Z according to

_Z 1_Zst
p=1=7 7 (7.49)

The stoichiometric mixture fraction Z, depends on the fuel and the oxygen content in the oxidizer
and is a property of the flamelet library.

* Value

This option enables you to specify directly the stoichiometric mixture fraction used for calculating
the equivalence ratio.

* Reactants

For this option, the reactants and their stoichiometric coefficients for a representative global reaction
are specified. For example, for a single component fuel,
v Fuel+v,, 0,— (products) (7.50)

or for the generic form,

Zva X .= (products) (7.51)

a

The stoichiometric mixture fraction is computed using the reactants stoichiometric coefficients and
the corresponding species mass fractions in the fuel and oxidizer streams, respectively. The species
mass fractions in the fuel and in the oxidizer are obtained from the flamelet library.

+ Automatic

This option derives the stoichiometric mixture fraction from the flamelet library requiring no addi-
tional information. The numerical procedure is described below.

Figure 1 shows the qualitative behavior of mass fractions for fuel and oxygen plotted over mixture
fraction (hydrogen/air in the example).
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Figure 7.1: Oxygen Mass Fraction Over Mixture Fraction
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One can observe that the oxygen concentration is approximately linear below and above the stoi-
chiometric mixture fraction: linear decay on the lean side and constantly zero on the fuel side. Obvi-
ously, the curvature of the curve is close to zero except near the sharp bend at stoichiometric mixture
fraction. This observation is generalized to establish the following procedure

The stoichiometric mixture fraction approximated by the point of maximum curvature for oxygen
mass fraction, or Z, is

' YolZ
Zy=Z, % =MmaXgz<q (7.52)

9'Yo(Z)
07z

This is a heuristic approach and only provides an approximation. You should check the plausibility
of the calculated value, which is reported to the CFX-Solver Output file. For details, see CFX-Solver
Output File (Combustion Runs) in the CFX-Solver Manager User's Guide.

7.11.Laminar Burning Velocity

The laminar burning velocity, s;, is a property of the combustible mixture. It is defined as the speed of
the flame front relative to the fluid on the unburnt side of the flame. The burning velocity relative to
the burnt fluid will be higher by a factor equal to the expansion ratio, SEU“’ESL-pu/ P,

Physically, the laminar burning velocity depends on the fuel, the equivalence ratio, the temperature of
the unburnt mixture (preheating) and on pressure. Depending on the configuration in the simulation,

it may be possible sometimes to neglect preheat and pressure dependencies. However, for partially
premixed combustion, it is very important to account for the dependency on equivalence ratio. Specific-
ally, the flammability limits have to be obeyed.

7.11.1.Value

User-defined laminar burning velocity, s; . It is recommended that you account for dependency on
the fuel/oxidizer ratio by making the expression depend on the equivalence ratio or the mixture
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fraction. Properties of the unburnt mixture (temperature, density, specific heat capacity, thermal
conductivity) may be used in the expression in order to account for preheating or mixture dependency.

7.11.2.Equivalence Ratio Correlation

The equivalence ratio correlation follows the approach by Metghalchi and Keck [124], expressing the
laminar burning velocity as a base value at reference conditions, s; o, multiplied by correction factors

for preheat and pressure dependencies:

a B
SL=S(L’-( TTuf ) (pl) (7.53)

ref

The exponents for preheat dependency and for pressure dependency are quadratic polynomials in
equivalence ratio:

a=a,+a, p+a,’ (7.54)
p=b,+b, +b, ¢’ (7.55)

When all three coefficients are set to zero, then the preheat dependency or the pressure dependency
is disabled. For reference burning velocity, the following options are available:

+ Fifth Order Polynomial (p. 320)
* Quadratic Decay (p. 320)
* Beta Function (p. 321)

All three options specify the flammability limits for fuel-lean and for fuel-rich mixtures, Pham and

Pham r.The burning velocity is set to zero if the local equivalence ratio is out of these bounds.

7.11.2.1.Fifth Order Polynomial

The laminar burning velocity may be specified as a polynomial up to fifth order:
SV=S5,+S, P+, P*+S, P'+5, P+, ¢° (7.56)

This polynomial is evaluated on a specified fit range, P SPSP, - Outside this range, the burning

velocity is modeled to linearly decay to zero at the flammability limit.

7.11.2.2. Quadratic Decay

For quadratic decay the maximum laminar burning velocity at reference conditions, 59 .., and the
corresponding equivalence ratio, @, are given. For smaller or larger equivalence ratio the burning

velocity is modeled to decrease according to a quadratic decay coefficient, Cgecay:
SE:S{)naX+Cdecay((P—(PmaX) (7.57)

This quadratic function is evaluated on a specified fit range, ¢ <@<¢@. .Outside this range, the

burning velocity is modeled to linearly decay to zero at the flammability limit.
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7.11.2.3.Beta Function

The beta function correlation sets the maximum laminar burning velocity, s§'?*, and the correspond-
ing equivalence ratio, ¢ __.A beta function is used to model the velocity decay to zero at the fuel-
lean or fuel-rich flammability limit:

Sozsmax.( oy )"( Pram )”
L 0 (pmax (pﬂam,l (’oﬂam,r (pmax

(pmax_(pﬂam,] (pﬂam,r_(pmax
Where a—2‘ (pﬂam,r_(pﬂam,l and b—2‘ (pﬂam,r_(pﬂam,l :

7.11.2.4.Residual Material Dependency

In order to account for the residual material, an optional correction factor is multiplied to the lam-
inar burning velocity:

a B
Ty
5L=S(L)'(T ) '(Pp ) (1-vXgr) (7.58)

ref ref

where X, denotes the molar fraction (volume fraction) of the residual material and y is a coefficient
function of the equivalence ratio:

Y=Co+C1p+Cop? (7.59)

In combination with the residual material model, the values of a, § and y are calculated using the

equivalence ratio <p|fresh conditioned to the ‘fresh’ mixture without residual material.

The residual material dependency in the laminar burning velocity correlation is optional. The default
residual material dependency coefficient y is constant zero, that is, no residual material dependency.

7.11.2.5. Metghalchi and Keck

The correlation by Metghalchi and Keck is based on the equivalence ratio correlation with quadratic
decay described above. Predefined sets of coefficients are provided for several hydrocarbon fuels.
The fuel type is characterized by the number of carbon atoms in the fuel molecule, here called the
fuel carbon index. Table 7.2: Fuel Dependent Coefficients for Metghalchi and Keck Laminar Burning
Velocity Correlation (p. 321) lists the coefficients for methane, propane and iso-octane (gasoline),
respectively.

Table 7.2: Fuel Dependent Coefficients for Metghalchi and Keck Laminar Burning Velocity
Correlation

Carbon  Fuel sprax Cdecay Pax Pam, Pham.r

Index [m/s] [m/s]

1 Methane 0.35 -1.387 1.06 0.533 1.68
Propane  0.342 -1.387 1.08 0.536 2.50

8 Iso-octane 0.263 -0.847 1.13 0.601 3.80

For fuels with other carbon indices the coefficients are obtained by linear interpolation of the
provided values. Fit range, preheat dependency and pressure dependency are modeled independent
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of the fuel (Table 7.3: Common Coefficients for Metghalchi and Keck Laminar Burning Velocity Cor-
relation (p. 322)).

Table 7.3: Common Coefficients for Metghalchi and Keck Laminar Burning Velocity Correlation

Phit1 Phitr a a, a, b, b, b,
0.7 1.4 2.98 -0.8 0 -0.38 0.22 0

7.12.Turbulent Burning Velocity

For turbulent flow, the effective or turbulent burning velocity s will differ from the laminar burning
velocity, s;.. Typically turbulence will increase the burning velocity, because wrinkling of the flame front
results in an increased effective flame surface. At very high turbulence, the opposite effect may occur,
leading to a decrease in the effective burning velocity because of local extinction. A model is required
to describe the turbulent burning velocity as a function of laminar burning velocity and turbulence
quantities.

The burning velocity is defined relative to the unburnt fluid. Relative to the burnt fluid, it will be higher
by a factor equal to the fluid expansion ratio, slT)umt=sT-pu/ Py

7.12.1.Value

This option can be used to implement user models for turbulent burning velocity. Typically, this will
include expressions using laminar burning velocity and turbulence quantities.

7.12.2.Zimont Correlation

The closure developed by Zimont et al. [38] [40] [41] is used for the turbulent burning velocity:
sp=AGu"™ sVt (7.60)

The leading factor, 4, is a modeling coefficient that has the universal value A=0.5 (default), with the
exception of H2/Air flames where A=0.6 is recommended [41].

The stretching factor, G, accounts for reduction of the flame velocity due to large strain rate (large
dissipation rate of the turbulent kinetic energy). This effect is modeled in terms of the probability for
turbulence eddy dissipation, &, being larger than a critical value &,. For e>¢., flamelet extinction
takes place, while for e<g,, the stretching effect is ignored completely. Assuming a lognormal distri-
bution for g, the stretching factor is given by:

1 1 .0
=5 erfc| - In(ee/ €)+5 (7.61)
b erte |- (in(e £)+9)
where erfc denotes the complimentary error function and o=p_ ln(lt/ 77) is the standard deviation
of the distribution of £, with u_ being an empirical model coefficient (default 4 _=0.28).

Ay is the thermal diffusivity of the unburned mixture. The turbulent flame speed closure model is
completed with the following models for integral velocity fluctuations level:
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= %k (7.62)
integral turbulent length scale:

1=k¥?%/ ¢ (7.63)
and Kolmogorov length scale.

The critical dissipation rate, &, is computed from a specified critical velocity gradient, g, and the
kinematic viscosity of the fluid, v, according to:
Exr=15v g2, (7.65)

For steady laminar flow the critical velocity gradient for quenching, g_, can be obtained numerically.

However, for turbulent flows, the critical value must be larger than in laminar cases because the
smallest turbulent eddies, which are responsible for the largest strain rates, do not persist long enough
to quench a flame front locally. Furthermore, different model problems may result in significant vari-
ation of the critical values obtained. For these reasons, the quenching critical velocity gradient has

to be tuned for industrial simulations. In fact, it is the only significant parameter for tuning the

model.

Theory or numerical modeling can suggest a range of physically plausible values of g, For example,
the inverse of the chemical time scale of the reaction, 7, scaled by a factor in the range 0.1 to 1.0

is a reasonable starting point. For gas turbine combustion chambers (burning a lean methane/air
mixture) values in the range:

9.,=6000s1] to 10000 [s1]

depending on the configuration, have been used successfully [40] [41] It should be noted that these
recommended values are for atmospheric temperature and pressure.

Table 7.4: Default Model Coefficients for the Zimont Turbulent Burning Velocity Correlation

Parameter Default
Value
0.5

Ky, 0.28
10000 s1

cr

7.12.3.Peters Correlation
The Peters correlation for turbulent burning velocity was originally developed for the G-equation

combustion model (N. Peters [37]). For CFX, it was adopted to be used with the burning velocity
model.

sr=s,(1+0,) (7.66)

2
where 0= At + \/ u'=\% k, A=% and B=q, b%.
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Turbulence effects are modeled as a function of the ratio between the integral turbulence length
scale, [, and the laminar flame thickness, [

73

u
I=a,"

D ()L/ cp)u
L

(7.67)

(7.68)

The diffusion coefficient for the flame is computed from molecular properties of the unburnt mixture

indicated by the

subscript u. The default values for the model constants are listed in Table 7.5: Default

Model Coefficients for Peters Turbulent Burning Velocity Correlation (p. 324).

Table 7.5: Default Model Coefficients for Peters Turbulent Burning Velocity Correlation

Coefficient

Default

Value

0.37

&

0.78

-

2.0

S S QL

w

1.0

7.12.4. Mueller Correlation

The correlation by Mueller et al. follows an approach similar to the Peters correlation. It accounts for
variation of the average laminar burning velocity due to turbulent fluctuations of mixture fraction

and accounts for

extinction under high scalar dissipation rates. However, the Mueller correlation uses

a different correlation for turbulence dependency:

ST:SL'(1+O't)'(1

-
1§ L,st

u’ ’ 2
+b, \’m U =\’§ k

X
—ax—q),at:b

Where SL,st:SL(Zst) is the laminar burning velocity at stoichiometric mixture fraction (equivalence
ratio ¢p=1). The laminar burning velocity is integrated over a presumed PDF accounting for fluctuations
of mixture fraction.

(7.69)

si=) (P(2)-s(2)) dz

© C—

The presumed PDF for mixture fraction is described in Coupling of Laminar Flamelet with the Turbulent
Flow Field (p. 313). Table 7.6: Default Model Coefficients for Mueller Turbulent Burning Velocity Correl-

ation (p. 324) list

s the default values for the model coefficients.

Table 7.6: Default Model Coefficients for Mueller Turbulent Burning Velocity Correlation

Coefficient Default
Value

b, 1.5

b, 0.8

Xq 1.0 [1/s]

324
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Coefficient Default
Value

a 1.0

7.13.Extended Coherent Flame Model (ECFM)

The Extended Coherent Flame Model (ECFM) shares the framework for premixed or partially premixed
combustion with the Burning Velocity Model (BVM). Transport equations are solved for mean mixture
fraction (Equation 7.32 (p. 313)), variance of mixture fraction (Equation 7.33 (p. 313)) and for either reaction
progress (Equation 7.41 (p. 315)) or weighted reaction progress (Equation 7.45 (p. 317)).

In order to describe the intensity and the location of the reaction zone the flame surface density X' is
introduced, which is defined as the area of flame surface per unit volume. The physical units are that
of an inverse length (for example, [1/m]). The reaction source in Equation 7.41 (p. 315) or Equa-

tion 7.45 (p. 317) is defined in terms of flame surface density as:

w=p's; 2 (7.70)

The flame surface density is calculated by solving a transport equation:

80X 3 (- 0 [[— H\3(2/p)
W+6_)«'j(uf2)_6_)(j (pD+G—E)—

e +(P+P,+P;)2Z-D (7.71)
J

The source terms and their physical meanings are as follows:

+ Flame surface production by turbulent stretch

Pi=ak, (7.72)
+ Flame surface production by mean flow dilatation
_294
P,= 3%, (7.73)
« Thermal expansion and curvature
p=2L1Cy 7.74
3_3prL T (7.74)
+ Destruction due to consumption
52
D=fs,; 7= (7.75)

where the typical (default) values for @ and 8 are 1.6 and 1.0, respectively.

Note that the P5 production term and the destruction term are formulated in terms of the volumetric
reaction progress T, in contrast to the specific reaction progress € (Favre-average):

C
T (7.76)

f: u
= t+(1-2)

‘Dél‘b

The flame surface density 2 is a volumetric quantity, i.e. flame surface area per unit volume. In order

to be able to use the generic machinery for solving transport the specific flame surface density, S, is
introduced as an auxiliary variable:
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=pS (7.77)

which can be rewritten as

-2
S‘p (7.78)

The specific flame surface density is the flame surface area per unit mass. Rewriting Equation 7.71 (p. 325)
in terms of S leads to:

9(PS) , 9 ()0
3t +ax; (P1S)=5¢

1.\ 33
(pD+O-—;)aa—)fj +(P+P,+P;)EZ-D (7.79)

The volumetric transport Equation 7.71 (p. 325) and the specific transport Equation 7.79 (p. 326) are
equivalent. The specific form has the advantage that it has the same structure as other transport
equations, which are also in specific form, and therefore Equation 7.79 (p. 326) may be solved using the
same discretization schemes and numerical algorithms. The flame surface density 2 becomes a dependent
variable and is calculated according to Equation 7.77 (p. 326).

7.13.1.Turbulent Flame Stretch

The turbulent flame stretch accounts for the increase of flame surface area due to stretching and
wrinkling of the flame front under turbulence. For the Extended Coherent Flame Model this effect is
described by the Intermittent Turbulent Net Flame Stretch (ITNFS) model proposed by Meneveau and

Poinsot [186]:
’ 1
K.,=a, (i),(—t])i (7.80)
t=qp K( S(LJ 52 k

where S(L) is the laminar flame speed, 62 is the laminar flame thickness, u'=\/(2/3)k is the mean turbulent

velocity fluctuation and lt=k3/2/s is the integral length scale of turbulence, and,

aoz 1.0

log 10(FK)=—(—1)-eXp (=(s+0.4))+(1-exp (-(s+o.4)))(ol(sié]s—o.11]

s+0.4

7.13.2.Laminar Flame Thickness

The thickness of the laminar flame has to be provided in order to close the ITNFS model. For ideal
gases Blint’s correlation is a reasonable approximation:
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B N
62:6'CB(%) :pu%';sL.CB(%) (7.81)

Where Cj is the Thickness Multiplier with a default value of 2.0, 8 is the Temperature Exponent

with a default value of 0.7 and ¢ is the ‘diffusive’ flame thickness, which is scaled by a correction
factor accounting for the thermal expansion ratio in order to obtain the effective laminar flame
thickness. Additional information on laminar flame thickness calculation can be found in the literature,
for example in [187].

7.13.3.Wall Quenching Model

Quenching of the flame at walls is modeled by a simple wall flux model [182]. The model assumes

that the boundary layer for the flame surface density 2 is thin such that the flame is unaffected by
the wall until it contacts it. When a flamelet is touching the wall it will be quenched, resulting in a

destruction of flame surface density at the wall.

The probability of a flamelet touching the wall is proportional to the fluctuation of the velocity

component normal to the wall, u’, multiplied by a factor 1/2 in order to account for a 50% chance
for the fluctuation being directed towards the wall. This picture leads to a wall transfer coefficient

equal to u’/2, or the equivalent wall flux for flame surface density:

FZ,WG][:_%ZHW (7.82)

where X, is the flame surface density at the internal near-wall boundary element center node. The
sign of the flux is defined to be positive for flux in, and negative for flux going out.

7.14.Residual Material Model

The standard mixture fraction/reaction progress model assumes a two-stream mixing process of fuel
and oxidizer. The residual material model extends this framework by mixing with a third stream, the
residual or ballast material. The global mixing and reaction scheme is:

Fuel+Oxidizer+Residual- Products+Residual (7.83)

The residual material does not participate in the combustion directly, but it does interact with the
mixture and the propagation of the flame. The most significant effects are:

Lower peak temperature (dilution)
Slow down in laminar burning velocity

Different mixture composition in chemical equilibrium because of lower temperature level and
chemical interaction of residual with products

For the dependency of the laminar burning velocity on the residual material concentration see also
section Equivalence Ratio Correlation (p. 320).
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7.14.1.Exhaust Gas Recirculation

In principle the residual material could have an arbitrary composition. The Exhaust Gas model in
Ansys CFX restricts the residual material to be products originating from the same fuel and oxidizer
as for the combustion. Restricting the residual material to exhaust gas offers two advantages:

1. The interaction of the residual material with the products can be modeled using a single-mixture
fraction chemistry library (that is, the same flamelet libraries can be used as without residual ma-
terial).

2. Transformation of newly generated products into residual for simulation of subsequent engine
cycles.

For many practical applications it is appropriate to assume that the residuals are recirculated exhaust
gas. Exhaust gas recirculation (EGR) may be either externally by guiding the exhaust gas through a
duct or pipe into the fresh mixture, or internally by recirculation or incomplete load exchange.

It is still necessary to distinct between products and residuals, because a fresh mixture containing
residual material behaves differently than a partially-reacted mixture in the flamefront. The residual
material will be less reactive, due to lower temperature and lower radical concentrations, such that
no flame develops when merely mixing residuals with fuel and oxidizer.

7.14.2. Principal Variables and Transport Equation

The mixture is described as a three-stream system of fuel, oxidizer and residual material. The corres-
ponding mass fractions neglecting any reaction sources (as for mixture fraction) are fuel tracer, Trp,
oxidizer tracer, Tr,, and residual tracer or EGR tracer, 2. The tracer variables obey the following
obvious constraints, here written for the turbulent means (the same relations apply for the laminar/in-
stantaneous quantities):

Tre+Tro+Trece=1 (7.84)
where
0<Trp, Tro,, Trecps1

The fuel tracer and mixture fraction are very closely related quantities. The difference is that the fuel
tracer refers to the mass of fresh fuel, while the mixture fraction does additionally include a contribution
from the residual materials. The fuel tracer is equal to mixture fraction if, and only if, the residual

mass fraction is zero.

Without loss of generality the residual material is defined to be stoichiometric,

ZlEGR:ZSt

which establishes the following relation between the overall mixture fraction and the tracer variables:
Z: TFF+ TFEGR'Z“ (7.85)

TrEGR:Z—St (7.86)
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Using Equation 7.84 (p. 328) and Equation 7.85 (p. 328) it is sufficient to solve for two of the four variables
Z,Trg, Trp, and Trycp. In addition to the mixture fraction equation discussed in section The
Flamelet Model (p. 310), a transport equation is solved for the Favre-averaged fuel tracer:
O( 7 V. 0 (o V8 |[~n, K \OTrE
5(/) Trp)+a—xj(p uj Trp)=a—xj[(pD+a—Z]

(7.87)

The equation is identical to that for the mean mixture fraction, except for boundary and initial condi-
tions.

When the residual material model is applied in combination with the weighted reaction progress
model (for details, see Weighted Reaction Progress (p. 316)), the reaction progress is calculated based
on the fuel tracer instead of mixture fraction. The relation between weighted reaction progress and
reaction progress (Equation 7.44 (p. 316) and Equation 7.46 (p. 317)) then becomes the following:

c=(Trp-F)/Tr; (7.88)

where

7.14.3. Mixture Composition

The residual material corresponds to stoichiometric products and its composition can be obtained
by lookup in the Flamelet library for stoichiometric conditions. The species mass fractions in the fresh
mixture with residual material are computed from mixture fraction and fuel tracer as follows:

~ ~ ﬂamelet( ) )

Vifresn=(1- TrEGR)'er'nix(zlfresh)"'TrEGR'Yi Zy,Z "=0,x=0[1/s] (7.89)

where Z|fresh is the mixture fraction conditional to the combustible fraction of the mixture, that is,

the mixture without the residual material, see Equation 7.94 (p. 330).

The mass fraction in the total mixture is calculated by blending the fresh and burned fractions in the
same way as without the residual material model:

Vi=(1-2)- Vi resnt T V(2,22 %) (7.90)

. . . flamelet . - i .
The species mass fractions for the flamelet solution, Y; , and for inert mixing, Y™, are provided

by the flamelet library.

7.14.4. Reinitialization for Subsequent Engine Cycles

When running an Internal Combustion Engine simulation with multiple subsequent cycles, the com-
bustion products will become the residual material in the following cycle. Therefore, the ‘new’ products
must be transformed into residual material. This is achieved by reinitializing fuel tracer and reaction
progress at specified times:

YAYA
Triew=¢".-max (0, 1_25: ) +(1-¢%).Troid (7.97)

and
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=0 (7.92)

In case of the weighted reaction progress model, the second assignment is equivalent to:
ey (7.93)

In the expression for the new fuel tracer after reinitialization, Tri#”, the first term accounts for the
excess fuel in the burnt fraction of the mixture, and the second term accounts for the fuel in the fresh
fraction.

Note that in the limit of zero scalar dissipation rate, =0, the reinitialization leaves the component
mass fractions effectively unchanged.

7.14.5. Equivalence Ratio and Conditional Fresh/Residual Mixtures

The Equi val ence Rat i o variable in the results file and in CEL is conditioned to the ‘fresh’ mixture.
It is calculated for the fuel and oxidizer with the residual material removed from the mixture:

Trp  Trg
TFF+ Trox - 1_ TFEGR

(7.94)

7|fresh

_ 1_Zst ) Zlfresh

(plfresh_ Ly 1_7' (7.95)

fresh

Without loss of generality the residual material is assumed to be stoichiometric. Mixture fraction and
equivalence ratio conditional to the residual fraction are by definition
Z|

=7
resid 'St

and

(plresid=

, respectively. Fuel-rich or fuel-lean residual material can be modeled as a combination of stoichiometric

residuals with either excess fuel or excess oxidizer in the fresh mixture. For the purpose of specifying

boundary conditions or initial values, the primitive variables can be calculated from the generalized

conditional mixture fractions, enabling
eresid;tZSt

according to:
Z= (1- yresid) .Zlfresh-'. ?resid'zlresid (7.96)

_ 1_Zst ) Zlfresh

P A 7] (7.97)

fresh

where Y,,.;; denotes the mass fraction of non-stoichiometric residual material, and

Zl fresh
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and
Z|

are the conditional mixture fractions for the fresh and the residual mixture. Note that

resid

Y esia=TTEcr

if, and only if,

=7
resid 'St

. Conditional equivalence ratios can be transformed into conditional mixture fractions and vice versa
according to:

7| _ Zst'(p|f,~esh (7.98)
I Zt @l st 1= 2ot

Zl - ZSt.(plresid (7.99)
resid ZSt.(p|resid+ 1_Zst

1_Zst Zlfresh

Ol pren=7 1-7] (7.100)
fresh

l_Zst . eresid (7.101)

qDlresid= Ly 1_Z|

resid

7.15.Spark Ignition Model

The purpose of the spark ignition is two-fold: First, it is required in order to provide the appropriate
conditions to start the combustion at time and location of the spark. Second, the initial size of the spark
volume may be too small to be resolved by the mesh. Therefore, a model is needed in order to describe
the initial growth of the spark kernel

The current model assumes that the burnt region around the spark initially grows as a ball. During this
phase the radius of the spark kernel, ry, is computed solving a zero-dimensional initial value problem

(IVP). The radius at ignition, tigyite, is defined by the initial spark volume, V

d Py
4 rK(t)=p_b S (7.102)

initial*

3V .
-3 initial
where rK( tigmte) =\

The spark kernel radius is mapped onto the three-dimensional flow field by averaging the reaction
progress over the so-called phantom region. The phantom region is a ball of radius equal to the transition

. - . . . .
radius, rans and center equal to the spark center, X, While solving for the kernel radius, the reaction
progress variable is algebraically set:
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~ rg 3 - -
C_(rtrans) for |X_Xsparklsrtrans

~ > -
c=0 for |X_X5park|>rtrans

The initial value problem is solved until the kernel radius reaches the transition radius, ry.,,. specified
by the user. At this point, the IVP solver is stopped and transition to the principal combustion model
is made (that is, switch to the burning velocity model).

The growth rate for the kernel radius is the turbulent burning velocity with a modification accounting
for high curvature while the kernel is small:

Stx=ma x(susT—r—zk Dt) (7.103)

Cu K
where Dt:?t-k?
The IVP solver uses quantities averaged over the phantom region for laminar and turbulent burning
velocities, s, and s, turbulence quantities, k and &, and densities of the burnt and the fresh mixture,

Py and p, .

7.16. Autoignition Model

A flammable mixture residing at sufficiently high temperature will ignite without further interaction
after some temporal delay. This phenomenon is called ‘autoignition’ or ‘selfignition’ The underlying
process is fuel reforming and buildup of intermediate species and radicals. In the initial stage of com-
bustion this is accompanied by only a small fraction of the total heat release ('low’ temperature com-
bustion). When the radicals and intermediates have reached critical concentrations, the chemistry
transitions to the ‘high’ temperature regime with significant heat release.

The time expiring until the transition to the high temperature regime occurs, the ignition delay time,
is determined by detailed chemistry with dozens of species and hundreds of reactions involved. For
CFD it is impractical to calculate this process in all details. Instead, the progress of fuel reforming and

radical buildup is correlated with the elapsed fraction of the delay time, R. A transport equation is
solved in order to account for variations of the ignition delay time:
i i ( Hy ) IR

5. 0 [ 3 P
3t (PR g (PuR) =5 | w3 [ 95,

T gn

(7.104)

The production term ﬁ/rig,, is disabled when no fuel is available, such that there is no further growth

behind the flame front. The elapsed fraction of ignition delay time, R, may also be interpreted as a
normalized radical concentration.

Autoignition is modeled to occur when the scalar exceeds a threshold, R>1. That is, reaction occurs if,
and only if, the delay time has expired. This leads to a distinction in two kinds of autoignition models:
‘Ignition Delay’ and ‘Knock:

The physical information about ignition delay is provided by the ignition delay time, T;4, which is the
primary input parameter to the model.
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7.16.1.Ignition Delay Model

The ignition delay model is applicable when the principal combustion models would burn too early
otherwise. It is available for combustion models for non-premixed combustion:

+ Eddy Dissipation (EDM)
* Laminar Flamelet with PDF

The ignition delay model suppresses the reaction locally until the delay time has expired. Prior to
that the reaction rate is set to zero (Eddy Dissipation) or the reaction progress is set to ‘fresh’ mater-
ial (Flamelet).

7.16.2.Knock Model

The knock model is applicable when the principal combustion model would not ignite otherwise.
This is the case for combustion models for premixed or partially-premixed combustion:

+ Burning Velocity Model (BVM)
» Extended Coherent Flame Model (ECFM)

When autoignition (knock) occurs, a source term is added for reaction progress (BVM) or for flame
surface density (ECFM), respectively. The magnitude of the source is defined by the Knock Reaction
Rate, which by default is a first order Arrhenius reaction. For the BVM the following source is added
locally to the reaction progress equation:

Sejenock=P(1-¢)-A-exp (~E gynoc/ (RT))-6(R-1) (7.105)

where 6(7?— 1) denotes a step function that is zero for R<1 and one for R>1, Ayrock 1S the Pre Expo-

nential Factor with a default value of 8.6-10%s1 and E g knock is the Activation Energy with a default
value of 15078 J/mol.

In order to improve the numerical robustness of the model, the knock reaction rate is limited to
consume only a certain fraction a of the available fuel per timestep. The specified fraction is obeyed
accurately when using the first order time discretization scheme, and it is approximate for the second
order scheme. The default limit is @=0.6, that is no more than 60% of the fuel locally available may
burnt by knock per timestep.

For the ECFM, the flame surface density is locally pulled towards a value equivalent to the knock re-
action rate by adding a corresponding ‘Dirichlet’ source term:

SZ‘,knockzc'(anock_Z)'6(2?_1) (7.106)
where

) knock™= S c,knock/ (pus L)

and, where ( is a large coefficient (for example, 106).
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7.16.3.Ignition Delay Time

The ignition delay time, T;gy, is a function of local conditions, namely the fuel, pressure and temper-

ature. You may either specify a custom correlation by CEL or chose from the built-in empirical correl-
ations.

7.16.3.1.Douaud and Eyzat

The ignition delay time of gasoline can be modeled using the empirical correlation by Douaud and
Eyzat [183]:

, ON 134017 p 17 3800[K]
" =1869Ims}(105) | gmo6esRal) e\ T T 7o

where the octane number, ON, is a user input parameter for the model. The correlation has been
calibrated for the octane number range 80<ON<100.

7.16.3.2. Hardenberg and Hase

The ignition delay time of Diesel fuel can be modeled using the empirical correlation by Hardenberg

and Hase [185]:
0.36+0.22[s/m}MPS

Tign = GRPM
‘exp EA(R_lT ~ 7750 7 )* ( p%llzzf[)l?;]r] )0.63] 7:108)
where
_618840(J/mol]

Es=—"CN+25

The user input parameters are the mean piston speed, MPS, the engine velocity in rounds per
minute, RPM, and the cetane number of the fuel, CN.The apparent activation energy, E 4, has
been calibrated for cetane number in the range 0<CN<100.

7.17.Phasic Combustion

For multiphase simulations, phasic combustion describes combustion within each individual phase. The
combustion models are solved in exactly the same way as for a single phase simulation.

+ The Eddy Dissipation Model (p. 307)

+ The Finite Rate Chemistry Model (p. 308)

+ The Combined Eddy Dissipation/Finite Rate Chemistry Model (p. 309)
* The Flamelet Model (p. 310)

* Burning Velocity Model (Premixed or Partially Premixed) (p. 315)
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7.18.NO Formation Model

The NO formation model is fully integrated into the CFX reaction and combustion module. This provides
complete control to the NO model by means of common interface (REACTI ON object) on one hand;

on the other hand the generic reaction system profits from the extensions implemented for the NO
model (Arrhenius with Temperature PDF reaction rates, variable pre-exponential factor for Arrhenius
rates).

7.18.1. Formation Mechanisms

The formation of NOx is a complicated process involving several different mechanisms that are termed:
+ Thermal NO

* Prompt NO

+ Fuel Nitrogen

+ N,O

* Reburn (destruction of NO)

Reactions for the first three formation paths (thermal, prompt and fuel) and for NO reburn are pre-
defined in the REACTI ONS database. It is possible to add reactions for other mechanisms, or modify
the provided mechanisms, using the Reaction details view in CFX-Pre (or manually in the CCL com-
mands file).

7.18.1.1.Thermal NO

The thermal NO mechanism is a predominant source of NOx in gas flames at temperatures above
1800 K. The NO is formed from the combination of free radical O and N species, which are in
abundance at high temperatures. The two-step mechanism, referred to as the Zeldovich mechanism,
is thought to dominate the process:
O+N,»NO+N (7.109)
N+0,-»NO+ON (7.110)

In sub or near stoichiometric conditions, a third reaction may be important:
OH+N-NO+H (7.1171)

When this step is included with the first two, it is referred to as the extended Zeldovich mechanism.

The rates of each of these three reactions (using the subscripts 1,2,3 to describe the three reactions)
are expressed as [43]:

k=(1.810") exp( -38370] (7.112)
k=(6.4-10") exp( 2362 (7.113)
k,=3.0-10'3 (7.114)

When multiplied by the concentrations of the reactants, they yield rates in terms of [kmol/ m/ s],
which can be converted to a volumetric mass source term.
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The first step tends to be rate limiting, producing both an NO and N radical species. The N radical

is assumed to be oxidized by reaction Equation 7.110 (p. 335) in the Zeldovich mechanism and also
by reaction Equation 7.111 (p. 335) in the extended Zeldovich mechanism. Either way, these second
oxidation reactions are assumed to be fast and if Reaction Equation 7.109 (p. 335) occurs, then two
NO molecules will be formed. The thermal NO formation in kg/ m’/ s, Sxothermal- i therefore related

to the rate of reaction Equation 7.109 (p. 335):

SNO,therma1=2 WNO kthermal [0] [NZ] (7-1 15)
kthermal=k1 (7.116)

Here, Wy, denotes the molecular mass of NO. Thus, if the molar concentrations [O] and [N,] of O
radicals and N, are known, the thermal NO mechanism can be calculated.

When using the Laminar Flamelet model, almost always the O radical concentration can be taken
without further assumptions from the solution because the model predicts it directly. However,
when using the Eddy Dissipation model (EDM) and/or the Finite Rate Chemistry model (FRC), O
radical concentrations usually are not known directly but must be derived from other quantities.
Here, the O radical concentration is estimated from the molecular oxygen dissociation,

% 0,0 (7.117)
(Westenberg, 1975):
[0]=12567] kmol2mr3/2K%/2]- T/2exp (-31096K / r)[0.]" (7.118)
By substitution, the effective source term for NO then reads:
SNO,thermal,02= WNO ktherma] [0] vz [Nz] (7.1 19)
Kihermal,0,=4.52414-10' [ m¥ 2 kmol ¥ 2 KV 2 51]- TV 2.exp(69466 K/T) (7.120)
7.18.1.2. Prompt NO

At temperatures lower than 1800 K, hydrocarbon flames tend to have an NO concentration that is

too high to be explained with the Zeldovich mechanisms. Hydrocarbon radicals can react with

molecular nitrogen to form HCN, which may be oxidized to NO under lean flame conditions.
CH+N,»HCN+N (7.121)

HCN+0O,-»NO+... (7.122)

The complete mechanism is very complicated. However, De Soete (see also Peters and Weber, 1991)
proposed a single reaction rate to describe the NO source by the Fenimore mechanism, Sxoprompt

12 3/2
SNO,prompt=WNO kprompt [Oz] [Nz][Fuel](%) (7.123)

kprompt:Aprompt EXp( - TA,prompt/ T) (7.124)

Wyo and W denote molar mass of NO and the mean molar mass of the mixture, respectively. The
Arrhenius coefficients depend on the fuel. (De Soete, 1974) proposed the following values:

Methane fuel
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Aprompt=6.4-10°[1/ 5]

(7.125)
T pprompt=36510 K]

Acetylene fuel
Apromptz 1.2' 106 [1/ S]

(7.126)
T pprompe=30215 [ K]

7.18.1.3.Fuel Nitrogen

The fuel nitrogen model assumes that nitrogen is present in the fuel by means of HCN. HCN is
modeled to either form or destroy NO depending on the local conditions in the mixture, with HCO
acting as an intermediate species. The mechanism consists of three reaction steps:

1. HCN-NO formation: HCN+0,-»HCO+NO

2. HCN-NO destruction: HCN + NO —» HCO + N,

3. HCO oxidation: HCO + 3 0, - CO, + 3 H,0

The reaction rates in [mol/s] for the reactions are, respectively:

R=3.510" [s1] [HCN]-(xo) exp( - (6754 )/ (rT)) (7.127)
where a=1/(1+(Xo,/ 0.007) )

R=310"2[s1]- W [HCNI[NO] -exp( - (6054 ) / (R T)) (7.128)

R=8310[s1] -[HCO] **[0.] " -exp( - (30 %4 )/ (R T)) (7.129)

where X, denotes the molar fraction of O, and W denotes the mean molar mass of the mixture.

7.18.1.4.NO Reburn

Under fuel rich conditions, when the amount of oxygen available is not sufficient to oxidize all of
the fuel, the excess fuel may lead to reduction of NO. This process can be described by a global
reaction:

NO+vFuel >3 N, +vco,CO,+viyo H.0 (7.130)

Note that this is only a global representation; the physical process actually occurring is much more
complicated. The real process involves many intermediate components appearing during combustion
of the fuel, such as CHx radicals, which attack the NO.

The stoichiometric coefficients for fuel, carbon dioxide and water vapor are fuel-dependent. For a
given fuel they can easily be derived from the element balance. For methane, the global NO reburn
reaction is:
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1 1y.1 1
NO+4CH4—>2 N2+4C02+2 H,0 (7.131)
The reaction rate will be fuel dependent. For coal volatiles, the reaction rate defaults to:
Reerurn=2.72:10° [3—1]-%-[No][Fuel]-exp((—9460 [K])/ T) (7.132)

The same reaction rate is applied for the predefined NO reburn reaction for methane.

7.18.1.5.Turbulence Effects

The above reaction rates are applicable to laminar flow, premixed chemistry. In turbulence systems,
fluctuations can have a dominant impact on the NO formation rate. For both the thermal and
prompt NO mechanisms, there is a strong dependence of the rates on the temperature due to their
high activation energy. Thus, temperature fluctuations, particularly positive fluctuations, can dra-
matically increase the NO formed in flames. These temperature fluctuations are included in CFX
using a statistical approach.

In order to determine the mean rate for NO formation, a presumed probability density function
(presumed PDF) method is used to compute the weighted average of the reaction rate:

T,
7 1
- lr j k(T)-P(T) dT (7133

This integration is carried out separately for each reaction step. For simplicity, the subscripts (thermal

or prompt) have been omitted. The integration range for temperature, [T, ;Tu], is the range of
temperatures occurring. The default for NO reactions is the range [300 K; 2300 K], but this may be
modified by you on a per reaction scope.

The probability density function (PDF) P is computed from mean temperature, T, and the variance

of temperature, T"” .The shape of P is presumed to be that of a beta function (8-function):

a(-l) 1_ b-1
P(T)=1¢ — (7.134)
-1 b-1 .
{ yi(1-9)" dy
Where:
~ 1- - 1-
a= (M—1),b=(1—¢)(M-1) (7.135)
and:
o= el <75- L R (7.136)
“T,-T,’ _Tu—Tl'g_(Tu_TI)Z .

For vanishing temperature variance (vanishing temperature fluctuations), the beta function is ap-
proaching to a single Dirac peak (delta-function). In the limit, the integrated reaction rate is the
same as for that for the standard Arrhenius rate. For very large fluctuation, the beta function goes
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towards a double Dirac peak, and for small to medium temperature variance the shape of the PDF
is similar to that of a Gaussian distribution.

Arrhenius reaction rates integrated over a PDF for temperature is not limited to NO formation but
may be used for any reaction.

7.18.1.6. Temperature Variance Equation

For the temperature variance, T” , that is needed from constructing the probability density function
(PDF) used for the temperature integration, the following transport equation is solved:

~ ~ ~ 2
T dpu;T”
ot T ox

~ 2
Tl ~ 2 -
_0 [+ M) ar” Me [aT — &5
~ 0x; [(p—"'Prt) 0x; }+Cprod Prt(ax,-) _Cdissp%

(7.137)

Default values for the model coefficients are Cp,;0q=2.0 and Cy;=2.0.

The above equation is missing some physical aspects namely the production of temperature fluc-
tuations due to heat release by chemical reaction. Heat release is fluctuating, too, because of tur-
bulent fluctuations of the reactants. However, in the current model temperature variance is only
needed as input to another model: The construction of a probability density function with presumed
shape. For this purpose, the above equation provides sufficient accuracy.

For convenience of setting up a case, the temperature variance equation can be run without spe-
cifying BC or IC data. In the first release, these are not offered by the user interface (CFX-Pre). If
absent, zero fluctuations are assumed at inlets, openings and walls with specified temperature. At
walls with specified heat flux or transfer coefficient, the default BC for temperature variance is zero
flux.

7.18.1.7. Model Control

Because the model for NO formation is implemented by means of REACTI ON objects, you have
full control of all aspects of the model. CFX provides the same flexibility for the NO model as for
the generic combustion and reaction system.

7.18.1.7.1. Adjusting Model Coefficients

It is possible for a user to modify any coefficient of the NO model. Because the NO formation
reactions are defined by means of REACTI ON objects, they may be edited either in CFX-Pre in
the CCL Editor or in the CCL text file (commands file).

The model parameter that is most likely to need adjusting is the temperature integration range

for the presumed PDF. It is specified by the Lower Tenper at ur e and Upper Tenperature
parameters. These appear in the FORWARD REACTI ON RATE object when Option is set to
Arrhenius with Tenperature PDF.The predefined reaction schemes come with the

range set to the interval [300 K, 2300 K]. It is recommended that you adjust this to the maximum
temperature range occurring. For many systems, this temperature range is defined by the minimum
inlet temperature and the adiabatic flame temperature.
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7.18.1.7.2.User Defined NO Formation Mechanisms

The NO formation model can be extended to a user's specific needs by adding appropriate reac-
tions for NO, for example, fuel nitrogen or the N,O reaction path. The procedure is the same as

for any other reaction. A user probably may want to chose the Arr heni us with Tenperature
PDF option for reactions rate in order to account for turbulent fluctuations of temperature.

It is also possible to select each NO formation path individually (thermal, prompt, fuel nitrogen,
reburn, or possibly user defined). Simply add only those reactions to the mixture material that
you want to account for.

7.19.Chemistry Postprocessing

The components and reactions that are postprocessed are one-way coupled to the main simulation.
This means that there is no effect on mixture properties or heat release. The list of components and
reactions for postprocessing are specified by the user.

Postprocessing components:

+ No contribution to mixture properties (density, static enthalpy)

+ No contribution to total mass

Postprocessing reactions:

+ Generate sources for components that are also postprocessed

+ Generate no source for regular components (that is, not postprocessed ones)
* No heat release

The above model assumptions are justified if the component mass fractions and reaction turnover are
small relative to the bulk mixture. A typical application is the simulation of pollutants; for example, NO
formation. The transport equations for postprocessing components are solved at the end of the flow
analysis after the solving of the main equations. When the postprocessing reactions require a temper-
ature variance equation (reaction rate option is Arr heni us wi th Tenperat ure PDF) and the
variance equation was not solved during the analysis, then temperature variance will be postprocessed
as well. In this case, the temperature variance equation will be solved first to convergence or maximum
number of iterations and is then followed by the postprocessing components group.

Note:

For steady-state cases, chemistry postprocessing is not performed at the end of the flow
analysis if the termination of the flow analysis was due to a user-defined solver interrupt
condition. For details, see Interrupt Control in the CFX-Pre User's Guide.

7.20.Soot Model

In the Magnussen soot model (Magnussen and Hjertager [46], it is assumed that soot is formed from a
gaseous fuel in two stages, where the first stage represents formation of radical nuclei, and the second
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stage represents soot particle formation from these nuclei. Transport equations are solved for the spe-

cific concentration of radical nuclei, X [mol/kg], and for the soot mass fraction, };-s [kg/kgl:

o(pxy) opuwxy) [ myox,| - ~
ot + an = (M+P_rt~t) a_Xiv +Snuclei,f+5nuclei,c (7.138)
a(pvs) alpuvs) [ wyor.] = -

The modeling procedure can be grouped into three independent parts:
1. Formation of nuclei and soot particles following the models of Tesner et al., [45]
2. Combustion of nuclei and soot particles

3. Magnussen’s Eddy Dissipation Concept (EDC) for modeling the effect of turbulence on mean reaction
rates.

The soot model can be used in either single phase or multiphase flow (MPF) configurations. In multiphase
calculations, however, the soot variables cannot be a separate phase but must be assigned to one of
the fluids.

7.20.1.Soot Formation

Formation of nuclei and soot particles is computed following the empirical models of Tesner et al.
[45]. The source terms are formulated in terms of particle number concentrations for nuclei:

Cy=p-A-Xy |[part/m] (7.140)
and soot particles:
Y
CS:p-Wfj [part/n] (7.141)

Where 4=6.02214199-10%3 [part/mol] is Avogadro’s number and:
mp=p  md/ 6 (7.142)

is the mass of a soot particle Pyoot and d are the density and the mean diameter of the soot particles,

respectively. With the above definitions, the source terms for nuclei Sy,¢ej r and soot formation S,
can be modeled as (Tesner et al. [45]):

Snuclei,f:nn"' (f_g) CN—go CN CS (7.143)
Esoot,f=mp(a_b Cs) Cy (7.144)

In the nuclei equation, the spontaneous formation of radical nuclei from the fuel, n,, is modeled using
the Arrhenius approach,

n=a, f pYgel exp(—TA,O/ T) (7.145)
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where f is the mass fraction of carbon in the fuel material. f is a linear branching coefficient, g is
a linear termination coefficient, and g is a coefficient of linear termination or radical nuclei on soot

particles. In the soot equation, a and b are constants. The default values for all of the soot model
parameters are summarized in the following table:

Parameter Default Value by [part] Default value by [mol]

Psoot 2000[ kg /] 2000[kg/m]

d 1.785-10°% [m] 1.785-10°% [m]

a, 1.35-10%7 [part/kg/s] 2.24-10"3 [mol/kg/s]

fc Fuel dependent (methane Fuel dependent (methane
12/16, acetylene 24/26) 12/16, acetylene 24/26)

Tap 90000 [K] 90000 [K]

f-g 100[1/ s] 100[1/ s]

9, 1.0-10°% [m*/ s/ part] 6.02:10° [/ s/ mol]

a 1.0-10°[1/s] 1.0-10°[1/s]

b 8.0-10°* [mS/S/part] 4.82-10'° [mS/s/mol]

Most references list the coefficients using the absolute particle number [part] in the physical dimensions.
However, for numerical, reasons CFX is using [mol] instead. To convert from the [part] system into
the [mol] system, coefficients g and b have to be multiplied by Avogadro’s number

A=6.02214199-10%*3[part/mol], and the coefficient g, must be divided by A. All other coefficients
remain unchanged.

7.20.2.Soot Combustion

The mean rates of combustion of nuclei, S, ¢jej0, and soot particles, Ssoq are calculated from the
fuel consumption reaction rate, Sg . in [kg/m>/s], as:

~ XN

Snuclei,c:Sfuel ~ (7.146)
fuel

~ - Y

Ssoot,c=Sfue] ~ (7.147)
fuel

This is equivalent to posing the same assumptions to nuclei and soot particles combustion that were
made for fuel consumption. For example, when the Eddy Dissipation model is applied for the fuel
consumption reaction, combustion of nuclei and soot particles is assumed to operate at the fast
chemistry limit. No special model for turbulence effects is required for the nuclei and soot combustion
rates as this is already accounted for in the computation of the fuel reaction rate.
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7.20.3.Turbulence Effects

The above reaction rates are applicable to laminar flow. In turbulent systems, fluctuations can have

a significant impact on nuclei and soot formation because of the nonlinearity of the respective source
terms. To account for the effect of turbulence on soot formation, the Eddy Dissipation Concept (EDC)
developed by Magnussen [44] is applied.

The Eddy Dissipation Concept (EDC) is a reactor concept that identifies a reactor, where the combustion
of fuel takes place, related to the fine structures in turbulence. This reactor is treated as a homogeneous
reactor exchanging mass and energy with the surrounding fluid. The fraction of mass that is contained
in the fine structures is determined from the turbulence quantities.

Local balance equations are solved to compute the temperature and the concentrations of nuclei
and soot particles in the fine structures and in the surrounding fluid, respectively. The mean source
terms are then computed assuming a bimodal distribution of the fluid between the fine structures
and the surrounding. For a detailed explanation of the Eddy Dissipation Concept, see (Magnussen,
1989).

The EDC procedure need not be applied to the soot combustion terms, because turbulence is already
accounted for in the computation of the fuel reaction rate. For details, see Soot Combustion (p. 342).
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Chapter 8: Radiation Theory

This chapter contains a simple summary of the theory of thermal radiation and the algorithms used in
CFX:

+ Radiation Transport (p. 345)

+ Rosseland Model (p. 350)

+ The P1 Model (p. 351)

+ Discrete Transfer Model (p.351)
* Monte Carlo Model (p. 352)

+ Spectral Models (p. 353)

Details on modeling radiation in CFX are available in Radiation Modeling in the CFX-Solver Modeling
Guide.

8.1.Radiation Transport

The goal of radiation modeling is to solve the radiation transport equation, obtain the source term, S,

for the energy equation, and the radiative heat flux at walls, among others quantities of interest. You
should restrict yourself to coherent time-independent radiation processes. This is normally a very good
approximation of situations likely to be met in industrial applications because the time scale for radiation
to come into local equilibrium is very short and the temperatures are relatively low.

The spectral radiative transfer equation (RTE) can be written as:
dI(rs)

ds

=| - (Ko+Ks) L(rs)+Kq Ib(v,T)+% dl,(rs’) ®(s's’) d'+S
i

where:

+ v = frequency

* r = position vector
« s = direction vector
+ § = path length

+ K, = absorption coefficient
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+ K, = scattering coefficient

I, = Blackbody emission intensity

+ I, = Spectral radiation intensity which depends on position (r) and direction (s)

T = local absolute temperature

+ () = solid angle

« @ = in-scattering phase function

+ § = radiation intensity source term, or particle-radiation interactions

The RTE is a first order integro-differential equation for I, in a fixed direction, s. To solve this equation
within a domain, a boundary condition for / , is required. The following are the boundary conditions
currently supported in CFX:

+ Diffusely emitting and reflecting opaque boundaries

r
L(r.s)=g/(rw) Ib(v,T)+Ln) I L(r.s) |ns’| do’ (8.2)

ns’<0
where g,=spectral emissivity.
« Diffusely emitting and specularly reflecting boundaries
pdr.)

Iv(rw,s)z ev(rw) Ib(v,T)+T _f Iv(rw,s’) |n-s’| dq’
ns’<0 (8.3)

+Pf,("w) Iv(rw»ss)
where:

- pd=diffuse reflectivity=(1—£v) *diffuse fraction
* pl=specular reflectivity=( 1—£v) *(1-diffuse fraction)

. — ivi e d = -_—
p,=spectral reflect|V|ty_pv+pf/_(1 sv)
+ s,=specular direction

+ Semi-transparent walls (Monte Carlo only)

Due to the dependence on 3 spatial coordinates, 2 local direction coordinates, s, and frequency, the
formal solution of the radiative transfer equation is very time consuming and usually accomplished by
the use of approximate models for the directional and spectral dependencies. For directional approxim-
ations, CFX includes Rossel and, P- 1, Di screte Transfer,and Monte Carl o.For spectral ap-
proximations, CFX includes: Gr ay, Mul t i band and Wi ght ed Sum of Gray Gases.
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8.1.1.Blackbody Emission

The energy spectrum for radiation emitted by a blackbody is represented by:

Ey(v,T)=2LY e(hv’/‘zki";)_ —(wm2Hz1)=m1,(v,7) (8.4)

where:

* n = refractive index

h = Planck’s constant

+ ¢ = speed of light in vacuum
+ kg = Boltzmann’s constant
Writing x=hv/ kg T, you have:

E,(xT)=ntc T4(k_hT)(17§ eXL_Sl) (8.5)

where g = Stefan-Boltzmann constant:
2k’

= T 8.6
O=1sKc 8.6
The total blackbody emission is simply the integral of E, over all frequencies:
[~]
Eb(T):IEb(x,T) dx=rto T (8.7)
0

Note that the blackbody emission is proportional to the fourth power of the temperature and because
of this strong dependence, radiation is usually unimportant or totally dominant for heat transfer.

The sun, for example, is approximately a blackbody at a temperature of 5700 K. The spectrum peaks
in the yellow part of the visible spectrum.

Combustion temperatures are typically 1000 - 2000 K, with spectrum peaks in the near infra-red range.
Note that the peak of the spectrum as a function of wavelength is at:
hv~4k, T (8.8)

8.1.2. Particulate Effects to Radiation Transport

When your Ansys CFX model includes Lagrangian particles, you can include the effect of particles in
the radiation model.

For a medium containing gray absorbing and emitting particles, the contribution of the particles to
the transport equation for the incident radiation can be written as

S:4ﬂ(Ep_ap1v) (8.9)

where E), is the effective emission of the particles and gy is the effective absorption coefficient. These
are defined as follows:
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s oTs
IRT pn
Ep—l[}_r}(l);epnApn—ﬂV (8.10)
and
N
. Apn
“=imdien T ®11)

In Equation 8.10 (p. 348) and Equation 8.11 (p. 348), &pn, Apn, and Tpn are the emissivity, projected area,
and temperature of particle n. The summation is over N particles in volume V.These quantities are
computed during particle tracking in Ansys CFX.

The projected area Apn of particle n is defined as

2
mdpn (8.12)

Apn: 4
where dpy is the diameter of the nth particle.

8.1.3. Quantities of Interest

The spectral radiative heat flux, g , passing through a surface at some location r with a unit vector
normal n is:

CIS(MH (s:n) 1,(r,s) dog (8.13)

Integrating the equation of transfer over solid angles, the divergence of the spectral radiative heat
flux is given by:

(-V-q) = Ko(G,-4E,) (8.14)
where G  is the spectral incident radiation, given by:
GVE_[IVdQS (8.15)
The total radiative flux is obtained by integrating Equation 8.14 (p. 348) over the spectrum:

o0 o0 o0
V-ququdv=IKav G, dv-4 _[Kavavdv (8.16)
0 0 0

In the case of pure scattering, K,=0.Therefore V-gR=0, as it should because in this case no energy
is lost from the radiation field; clearly this is also true in thermodynamic equilibrium.

8.1.3.1.Optical Thickness

Optical thickness is a dimensionless quantity that represents the ability of a given path length of
gas to attenuate radiation of a given wavelength. Optical thickness is given by:

S
r:_fKA(s*) ds’ (8.17)
0
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where T is the optical thickness (or opacity) of the layer of thickness S and is a function of all the
values of K, between 0 and S. A large value of T means large absorption of radiation. Note that
this definition of optical thickness is different from that traditionally found in the optics literature
where the optical thickness is a property of the material.

8.1.4.Radiation Through Domain Interfaces

If radiation is included through conducting solids, then usually the difference in refractive indices
between the fluid and solid determines the amount of reflection and refraction that occurs. The
probability of being reflected is given by Fresnels’ equation

1 tan’(6,-6,) +sin2(61—02)
P=2 tan’(6,+6,) sin’(6,+6,)

(8.18)

The fraction of the electromagnetic wave that is reflected normally depends on the polarization of

the photon. CFX does not keep track of photon polarizations. Assuming that the photons are randomly
polarized, then it is sufficient to take the average result. The two extreme polarizations are termed
transverse electric (TE) and transverse magnetic (TM), and describe the orientations of the electric

and magnetic vectors relative to the interface.

For the TE mode, the ratio of reflected to incident wave amplitude (E ¢) is given by:

n
_ 7, COsO-cosp

E.= (8.19)
E % cosf+cosp
and for the TM mode the ratio of reflected to incident wave amplitude (E),) is given by:
n
7 COSQ—Ccosf
E = 2P 0% (8.20)

7 COSp+cosf

where @ and ¢ are the incident and refracted angles, and n, and n, are the refractive indices of the
two media.

The probability of being reflected is determined by the energy flow at the interface which is propor-
tional to the square of the wave amplitude. Thus, the average reflection coefficient is given as:

0.5(E2+E%) (8.21)

and the probability of being transmitted is:
1-0.5( E2+E2) (8.22)

No absorption takes place at the interface, so the probability of transmission plus reflection is always
one. If the photon is transmitted, then the angle of refraction is determined by Snells’ law:
sing n,
—_—F =7 8.23
sinf (8:23)

CFX performs these calculations at every radiation element boundary, although, in most cases, there
is no change of refractive index.
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8.2.Rosseland Model

The Rosseland approximation is a simplification of the Radiative Transport Equation (RTE) for the case
of optically thick media. It introduces a new diffusion term into the original energy transport equation
with a strongly temperature-dependent diffusion coefficient.

A good source for the simplification of the Radiation Transport Equation for the optically thick limit can
be seen in Siegel and Howe [23]. The total radiative heat flux in an optically thick, and linearly anisotropic
scattering medium can be written as:

o0
_ 4
qr__-([3ﬁ—AKs VEbV dv (8.24)

where f3 is the extinction coefficient (that is, absorption plus scattering).

When the Rosseland Approximation is introduced into the energy transport equation, the conduction
and radiative heat flux can be combined as:

q=q.+q, (8.25)
=—(k+k,) VT (8.26)

_ 160 T
where kr———3ﬁ (8.27)

where k is the thermal conductivity and k, is the "total radiative conductivity." Equation 8.25 (p. 350) is
called upon to calculate the temperature field in the energy equation.

8.2.1.Wall Treatment

The Rosseland approximation is not valid near walls. Therefore, a special boundary condition must
be specified when heat conduction is comparable to radiation heat transfer. It has been proposed
[24] that a temperature slip boundary condition should be in this region. From [24] the heat flux at
the wall, q,, is given by:

_-o(Th-T4)

= 7 (8.28)

where 9 is the slip co-efficient, T, is the wall temperature and Ty is the gas temperature at the wall.
Y is computed as the solution of:

l/}=% J‘atan(’% do (8.29)
0 1
where ¢ _is given by:
1| Bk 2,10
Ay va_q’_lnlﬂp] (8.30)
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8.3.The P1 Model

The Differential Approximation or P1 is also a simplification of the Radiation Transport Equation, which
assumes that the radiation intensity is isotropic or direction independent at a given location in space.
The full form of the radiant energy equation and the derivation of the P1 model for radiation are given
in Modest [8]. Only a brief summary will be given here.

The spectral radiative heat flux in the diffusion limit for an emitting, absorbing, and linearly scattering
medium, can be computed as:
q.,=- !
v 3(Kav_st) _Ast

va, (8.31)

The equation for the spectral incident radiation that results from substituting the above terms into the
radiation transport equation:

v-( L
3(Kav_st)_A st

VGV] =K. (G,~4E,,) (8.32)

where A is the linear anisotropy coefficient.

8.3.1.Wall Treatment

Assuming that the radiation intensity arriving at and leaving a wall are directionally independent, the
boundary condition for Equation 8.32 (p. 351) at walls is:

1 G, __ &
3(Kav_st)_A st on* Z(Z—SV

nq. =- ] [4E,,-G.] (8.33)

where n is the unit vector outward normal to the wall, n* is a distance coordinate in the same direction,
and w represents the value at the wall.

8.4.Discrete Transfer Model

The implementation of the Discrete Transfer model in CFX assumes that the scattering is isotropic;
therefore, Equation 8.1 (p. 345) can be simplified as:

%:_(KWKW) L(rs)+K, Ib(v,T)+% Ilv(r,s’) dQ’'+S (8.34)
4

Assuming that the system is reasonably homogeneous, so that:
1(r)~n(r+dr) qi(r)~q(r+dr) (8.35)

the approach is then to solve for the intensity, I, along rays leaving from the boundaries using the
equation of transfer:

1,(rs)=1, exp(-(Ka+Ks) ) +1,,(1-exp(-Kos) )+ Ko 1, (8.36)
where:
I, = Radiation Intensity leaving the boundary

I, = Mean Radiation Intensity
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Then, integrate I over solid angle at discrete points to get the spectral incident radiation, G and the
radiative heat flux, q, and use the homogeneity assumption to extend the solution to the entire domain.

Non-linearities in the system due to scattering, diffuse reflection, or temperature dependency of radiation
guantities is overcome by iteration.

Because the objective of thermal radiation modeling is to obtain the total volumetric absorption and
emission, additional calculations are still needed. For the Gray spectral model, the calculation is done
once for a unique radiation intensity field. For the Multiband and Weighted Sum of Gray Gases, the
solution must be computed for each spectral band/ gray gas and a final integration to obtain the total
radiation quantities is required. Under the assumption of coherent radiation field, ie., the solution at a
given frequency is independent of that at all other frequencies.

8.5. Monte Carlo Model

The Monte Carlo model assumes that the intensity is proportional to the differential angular flux of
photons and you can think of the radiation field as a photon gas. For this gas, K, is the probability per
unit length that a photon is absorbed at a given frequency. Therefore, the mean radiation intensity, I

is proportional to the distance traveled by a photon in unit volume at r, in unit time.

Similarly q“f is proportional to the rate of incidence of photons on the surface at r, because volumetric
absorption is proportional to the rate of absorption of photons.

By following a typical selection of photons and tallying, in each volume element, the distance traveled,
you can obtain the mean total intensity.

By following a typical selection of photons and tallying, in each volume element, the distance times
the absorption coefficient, you can obtain the mean total absorbed intensity.

By following a typical selection of photons and tallying, in each volume element, the distance times
the scattering coefficient, you can obtain the mean total scattered intensity.

By also tallying the number of photons incident on a surface and this number times the emissivity, you
obtain the mean total radiative flux and the mean absorbed flux.

Note that no discretization of the spectrum is required because differential quantities are not usually
important for heat transfer calculations. Providing that the spectral (Multiband or Weighted Sum of
Gray Gases) selection is done properly, the Monte Carlo tallying automatically integrates over the
spectrum.

8.5.1. Monte Carlo Statistics

The Monte Carlo radiation solver computes the standard deviation error based on Poisson statistics.
The user-specified number of histories is divided into several groups. Histories are selected from each
group and their physical interactions (emission, absorption, reflection, and so on) are tracked through
the domain. At the end of the calculation, each group provides values for the quantities of interest,
such as irradiation heat flux or absorbed radiation. The mean value, and standard deviation, of each
quantity of interest are computed from the groups. A normalized standard deviation is computed by
dividing the standard deviation by the mean value.
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8.6.Spectral Models

The radiation intensity field is also a function of the spectrum as shown in Equation 8.1 (p. 345). In order
to make the spectral dependence tractable in conjunction with a flow calculation, CFX supports three
different models for the spectral dependency of the radiative transfer equation: Gray, Multiband and
Weighted Sum of Gray Gases.

8.6.1. Gray

The Gray model assumes that all radiation quantities are nearly uniform throughout the spectrum,
consequently the radiation intensity is the same for all frequencies. Then, the dependency of Equa-
tion 8.1 (p. 345) on frequency can be dropped.

This implies that only one radiative transfer equation must be solved and that all total radiation
quantities and their spectral counterpart are the same.

8.6.2. Multiband Model

For this model, the spectrum is sub-divided into N spectral bands of finite width where radiative
quantities are nearly uniform or can be averaged without losing accuracy. These bands should span
the thermal radiation section of the spectrum. It is assumed that the value at a given spectral band
is represented by the spectral band midpoint value in frequency domain.

CFX assumes that the main spectral variable is frequency because it is independent of the material
refractive index and it will facilitate the setup of multidomain problems. Other spectral variables, such
wavelength and wavenumber would be available for vacuum only.

Then, the radiative transfer equation is integrated within is spectral band and a modified RTE is ob-
tained:

dAvi ‘Ir,s) T _
—a—= ~(Ka+Kq) Bviy(rs)+KqFy, Ib(T)
N (8.37)
+% IAV I (rs") ®(s's’) do'+S
Am
for Av1,,, where the emission within the spectral band is weighted by:
v, v, 2
FAV:J‘Eb(v,T) dv:fEb(v,T) dv—fEb(v,T) dv (8.38)
2 0 0
After solving one RTE per spectral band, total radiation intensity can be computed as:
N
I(r,s)=ZAv IAV(r,s) (8.39)
1

This immediately suggests that for an N-band model, N times as much work is required as for a gray,
I-band model. In the case of the Discrete Transfer model, for small N this turns out not to be true
because the tracking of the rays through the geometry is a major one-off overhead.

This model can be used in conjunction with all available radiation models.
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8.6.3.Weighted Sum of Gray Gases

The radiative absorption and emission from a gas can be characterized by the emissivity as a function
of temperature and pL, that is the product of the partial pressure and the path length. In the context

of typical combustion systems, the dominant emitters of radiation are carbon dioxide and water vapor
(although hydrocarbons, CO and SO, also make a minor contribution). Hottel and Sarofim [48] have
published emissivity charts for CO, and H,O that have been obtained by a combination of measurement
and extrapolation. These plots show that emissivity is strongly dependent on pL and also has a

weaker dependence on the gas temperature. This functional dependence can be accurately correlated
by assuming that the emissivity arises as the result of independent emission from a sufficient number

of gray gases:
Ng

&g= Zagi( ]_—e‘kiLP) (8.40)
=1

Because emissivity must be proportional to absorptivity by Kirchoffs’ law, it follows that £5 must ap-

proach unity as pL—00.This imposes a constraint on the gray gas weights or amplitudes:
Ng

Zagi:]- (8.41)

=1

Also the requirement that &4 is a monotonically increasing function of pL is satisfied if all the ag; are
positive.

If the number of gray gases, Ny, is large, then ay may be thought of as the fraction of the energy

spectrum, relative to the blackbody energy, for which the absorption coefficient is approximately k;.
Then, the methodology described for the Multiband model can be used directly.

8.6.3.1.Weighted Sum of Gray Gases Model Parameters

Hadvig [49] has published charts of emissivity of combined CO,-H,0 mixtures, for mixtures with
different relative proportions of CO, and H,O. For the case of natural gas combustion, it can be
shown that the proportions of water vapor and carbon dioxide in the products of combustion is

such that partial pressure ratio, Pho /pCO2 is approximately equal to 2. Similarly, this ratio is 1 for

oils and other fuels with the empirical formula, (CH,),. Most other hydrocarbon fuels have combustion
products with a Pho /pCO2 ratio lying between 1 and 2. Starting from the charts of Hottel and

Sarofim (1967) [48] for CO, and H,0 and applying their correction factor for mixtures, Hadvig has
evaluated the emissivity of a gas mixture with p, , /p., =1 and 2 and presented the results as a

function of Ty and pL. Leckner [50] has also published emissivity data, based on integrating the
measured spectral data for CO, and H,O, which is in reasonable agreement with the Hottel charts

where the charts are based on measured data.

Taylor and Foster (1974) [51] have integrated the spectral data and constructed a multigray gas

representation:
4

e (1) e

i=1

&g

where the ag; are represented as linear functions of Tg:
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agi=by+10° by Ty (8.43)

As well as CO, and H,0, the model developed by Beer, Foster and Siddall [52] takes into account
the contributions of CO and unburned hydrocarbons (for example, CH,), which are also significant

emitters of radiation. These authors generalize the parameterization of the absorption coefficients
as follows:

Ki(pH20+pc02) _)Ki(szo"'pcoZ"'pco) +Kpci Py, (8.44)

where Pco is the partial pressure of CO and Pyc is the total partial pressure of all hydrocarbon
species.

The values of by;, by, K], K; [m™ atm™'] and Kyci [m™ atm™'] are given in Table 8.1: Gray gas
emissivity parameters for a carbon dioxide / water vapor / hydrocarbon mixture. (p. 355), together
with a similar correlation for Ng = 3, derived by Beer, Foster and Siddall [52], and suitable defaults
for Ng = 2 or 1 (single gray gas) representations.

Table 8.1: Gray gas emissivity parameters for a carbon dioxide / water vapor / hydrocarbon
mixture.

Ny i Gaseous Fuels py;0/Pcoz = 2 Oils py20/Pco2 = 1
by; b ki kuci by b ki Kuci
1 1 1 0 1 0 1 0 1 0
2 1 0437 7.13 0 3.85 0.486 8.97 0 341
2 0563 -7.13 1.88 0 0.514 -8.97 25 0
3 1 0437 7.13 0 3.85 0.486 8.97 0 341
2 0390 -0.52 1.88 0 0.381 -3.96 25 0
3 0173 -6.61 68.83 0 0.133 -5.01 109 0
4 1 0.364 4.74 0 3.85 0.4092 7.53 0 341
2 0.266 7.19 0.69 0 0.284 2.58 0.91 0
3 0.252 -7.41 7.4 0 0.211 -6.54 94 0
4 0118 -4.52 80 0 0.0958 -3.57 130 0
Note:

To satisfy the requirement that the g; factors sum to unity, the b, factors must sum to
1.0 and the b, factors must sum to 0.
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Chapter 9: Electromagnetic Hydrodynamic Theory

Computational Fluid Dynamics is based on the conservation of mass, momentum, energy, and chemical
species. Computational Electromagnetics (CEM) is based on:

+ Maxwell's equations and further relations
+ Material relations for polarization (permittivity), conductivity, and magnetization (permeability).

The interaction of CEM and CFD is through body forces that result due to interactions between electro-
magnetic fields and fluid motion.

Electromagnetic hydrodynamics is available to enable the modeling of:

+ The electric potential for conducting materials (including magnetic induced currents)
+ User-defined volumetric, point, and boundary sources

* Resistive heating in energy equations

+ Conjugate transfer between fluid and solid domains

+ Variable electrical conductivity (via CEL).

9.1.Electromagnetic Models

The solution of electromagnetic hydrodynamic problems at the continuum level requires the solution
of Maxwell’s equations. The fundamental equations are:
JdB

VXE=—W (9.1)

VxH:]+% (9.2)
V-B=0 (9.3)
V-D=p,

The Continuity equation (conservation of electric charge), which is a combination of the equations
above, is:

9
V.= 6pte 9.5)

In the equations above:
+ B is the magnetic induction

« D is the electric displacement
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+ E is the electric field
+ H is the magnetic field
+ ] is the current density

* p, is the electric charge density

To close this system of equations, constitutive relationships and a suitable set of boundary conditions
must be included.

9.1.1. Constitutive Relationships

The electric field E and the electric displacement are related through the polarization vector P as:
D=¢ E+P (9.6)

where g, is the permittivity of vacuum. For linear materials (typically diamagnetic or paramagnetic),
the polarization vector can be written as

PZEOXeE 9.7)
where y, is the electric susceptibility, which can be a function of the electric field E.

A similar relationship is used to relate the magnetic induction B to the magnetic field H, and the
magnetization vector M.

B=(H+M) (9.8)

where i is the permeability of vacuum. For linear materials, the magnetization vector M can written
as
M=y H (9.9)

where x is the magnetic susceptibility.

Finally, for the current density J can be written as
J=0(E+UxB) 9.10)

where ¢ is the electrical conductivity.

9.1.2. Magnetohydrodynamics (MHD)

Magnetohydrodynamics (MHD) is the study of the interactions between magnetic fields and electrically
conducting fluids. The body (Lorentz) force acts on the fluid when electric current (j) flows at an angle
to the imposed magnetic field (B). The resistive heating is measured in Joules.

For a particle:
Femag=q(E+UxB) (91 1)

where q is the charge on the particle.

For a continuous fluid:
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Femag=]xB (9.12)
where:
]=0(E+U><B) (9.13)
9.1.3.Electrohydrodynamics (EHD)
Electrohydrodynamics (EHD) is the study of the interactions between magnetic fields and electrically
charged fluids (species, particles). The body (Coulomb) force acts on the charged fluid along the im-

posed electric field (E).
Femag= qE (9.14)

9.1.4.Ferrohydrodynamics (FHD)
Ferrohydrodynamics (FHD) is the study of interactions between magnetic fields and magnetically

polarizable fluids (that is, ferrofluids). The body (Kelvin) force acts on the fluid magnetic dipoles along
to the magnetic field (H).

Femag=p,(M-V JH (9.15)

9.1.5.Electromagnetic Basics: Potential Formulation in Ansys CFX

The electric potential (@) for electric field (E) is:

E=—V(p—ﬁ (9.16)
V-]:V-[—0V¢+0(UXB)—0%]:O (9.17)

The magnetic vector potential (A) for magnetic induction (B) is:
B=VxA (9.18)
VXHZVX[%VXA]Z—GV¢+O(UXB)—O’% (9.19)

9.1.6. Boundary Conditions

The boundary conditions are:
- nx(E-E,)=0
* n:(D,-D.)=p,
+ nx(H-H,)=J,

- n:(B--B,)=0
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9.1.7.Transformed Equations

In order to reduce the number of partial differential equations and transform them into something
similar to the general transport equation within the Ansys CFX solver, a formulation based on the
electric scalar potential ¢, and the magnetic vector potential A is used. The following vector identities
are used:

V- (Vx¥)=0 (9.20)
Vx(Vd)=0 (9.21)
Vx(Vx®)=V(V-¥)-V- (VW) (9.22)
The electric and magnetic vector potentials are defined as:

B=VxA (9.23)
E=—V<p—% (9.24)

Equation 9.1 (p. 357) and Equation 9.3 (p. 357) are automatically satisfied:
VxE=Vx(-Vp-28)-0-2¥xA__OB 0.25)
V- (VxA)=0 (9.26)

9.1.8. Conductive Media Approximation

Starting with Equation 9.5 (p. 357) and substituting the constitutive equations:
V-J=V-(o(E+UxB))=

a (9.27)
V-(—0V<p—0%—‘? +0UXB]:%
This can be rearranged as:
op dA
a—;—v-(—GVg{)):—oWHfUXB (9.28)
Assuming a quasi-steady model (that is, neglecting transient terms)
V-(-0V(¢p))=-0UxB (9.29)
Similarly for Equation 9.3 (p. 357):
VxH=0(E+UxB)+32 (9.30)
Using the constitutive relation between the Magnetic Induction (B) and the Magnetic Field (H), in
addition to the quasi-steady approximation:
VX(%VXA)=O’(E+UX(VXA)) (9.31)

Using vector identities (Equation 9.22 (p. 360)) assuming uniform magnetic permeability, and enforcing
the Coulomb gauge that V-A=0, the transport equation for the magnetic vector potential becomes:

v-(3vA)=o(E+Ux(VxA)) 9.32)
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Note that the left-hand side of the transport equation for the magnetic vector potential has only
transport by diffusion, which is balanced by the sources on the right-hand side.

9.2. Fluid Dynamics Model

For reference, the transport equations for the fluid dynamics model expressed in vector notation (in-
cluding electromagnetic sources) are presented below.

Conservation of Mass

0
£+ (pu)=0 933)
Conservation of Linear Momentum
apU
g)t +V-(pU®U)=—Vp+V-T+SM+Femag +pf (9.34)

where Femag denotes the sources of momentum arising from the electromagnetic forces and is given
by:

Femag=qE+Ix B"‘fadd (9.35)
Conservation of Energy
Bl 249 (0 U ) =V-(AVT)+V-(U0) 05,55, (936

Where:

* hy is the total enthalpy, related to the static enthalpy h(T,p) by:

htot=h+% U (9.37)

* The term V-(U-‘r) represents the work due to viscous stresses and is called the viscous work term.
* The term U-S,, represents the work due to external momentum sources and is currently neglected.
* The term S, represents the momentum source.

+ The term S represents the energy source due to resistive heating and is given by J-E.
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Chapter 10: Rigid Body Theory

This chapter contains a summary of the theory of rigid body and the algorithms used in Ansys CFX:

10.1. Equations of Motion of Rigid Body
10.2.Rigid Body Solution Algorithms

10.1. Equations of Motion of Rigid Body

The equations of motion of a rigid body can be written as:

dP _
dr- (10.1)
dm _
dt =m (10.2)

These equations state that for a rigid body undergoing translation and rotation the rate of change of
linear and angular momentum, P and T, respectively, of the rigid body is equal to the applied force
and torque, F and m, respectively, acting on the body.

10.2.Rigid Body Solution Algorithms

The rigid body solution algorithm uses a linear momentum solver for the translation of the rigid body
and a separate angular momentum solver for the rotation of the rigid body. There are two choices for
the angular momentum solver (a First Order Backward Euler solver and a Simo Wong solver).

The remainder of this section describes:
10.2.1.Translational Equations of Motion
10.2.2. Rotational Equations of Motion

10.2.1.Translational Equations of Motion

The equation of motion for a translating center of mass X, Equation 10.1 (p. 363), can be expressed

as:
mx=F (10.3)

where m is the mass and F represents the sum of all forces which include aerodynamic, weight of
rigid body, spring and/or explicit external force.

Expanding the sum of all forces, Equation 10.3 (p. 363) may be written as:
mX=F=F y,,.,+ Mg—Kspring(X—Xs) +Fpy (104)

where F ., is the aerodynamic force, g is the gravity, ksping is the linear spring constant and Fp,,
is all other external forces acting on the body.
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10.2.1.1. Newmark Integration

The linear momentum solver makes use of the Newmark integration scheme. The conventional
Newmark integration scheme [203] can be expressed as:

1=t At AE (3 ~B) ot Bl) (10.5)
hn+1=hn+Atn((1_Y)hn+yhn+1) (10.6)

where t is time, h is representative of an entity such as spatial or angular position, and the subscripts
n and n+1 represent the known solution at time t and unknown solution at time t+At, respectively.

The Newmark integration depends on two real parameters § and y.These parameters are directly
linked to accuracy and stability of the Newmark time integration scheme.

In typical applications of the Newmark method 3 and y are chosen to be % and ', respectively.
This choice of parameters corresponds to a trapezoidal rule that results in a second order accurate
scheme that is also unconditionally stable in linear analyses. The linear momentum equations are
solved using these parameters.

For fixed values of the external forces, the linear momentum solver advances the solution over time
using the following procedure:

1. Expressing Equation 10.4 (p. 363) as
m)"(n+1= F=FAero+mg_kLinear(xml_Xso) +FExt (10.7)

and substituting for X,,; into Equation 10.5 (p. 364) where h is replaced by x and rearranging,
X1 is determined from:

m m . 1 .
BAL? xn+mxn+m(% ~D)Xn+F poro+ MB+K jpearXsot Fiye

(10.8)

1= T
pAt? +k Linear

2. From Equation 10.5 (p. 364) where h is replaced by x and rearranging, X,,.; is determined from:

1 1 . 1 .
Xm1= G 2 (Ko %n) =g X~ Uz = 1% (10.9)
3. From Equation 10.6 (p. 364) where h is replaced by X and rearranging, X, is determined from:
Xp1 =X+ AL((1-y)Xn+YXpi1) (10.10)
where t is time.

Note that iteration of the above procedure is required to account for dependencies of the forces
on the position of the rigid body.

10.2.2. Rotational Equations of Motion

The equation of motion for a rotating rigid body can be rewritten in body-fixed coordinates (about
the center of mass) as:

0x10+10=m (10.11)

where the mass moment of inertia matrix, I, is defined as:
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I((y—y6)2+ (z-25))dm - I (x-x5)(y-y )dm - I (x-x6)(2-2) dm

! _I(X_XG)(Z_ZG) dm ‘I(Y‘YG)(Z‘ZG) dm I((X‘XG)2+(Y‘YG)2) dm|

In the mass moment of inertia matrix shown in Equation 10.12 (p. 365), the center of mass is given by
(xg,yG,ZG), and dm is a differential element of mass.

Equation 10.11 (p. 364) represents the spatial coordinate form for the classical Euler’s equation for the
rigid body in body-fixed coordinates.

Also, in Equation 10.11 (p. 364) m is the total moment from all the separate contributions including
spring and other external moments:

I= —I(X‘XG)(J")’G) dm I((X_XG)Z*'(Z‘ZG)Z) dm ‘I(Y‘YGJ(Z‘ZG) dm (10.12)

mzmAero_kRotate(e_eso) +mExt (1 0.1 3)

where my,,, is the aerodynamic torque, kg4 is the rotational spring constant and myg,, is all other
external torques acting on the body.

10.2.2.1.First Order Backward Euler

From Equation 10.11 (p. 364) the first order backward Euler algorithm begins with:

0,.,=I''(m,,,-6,x18,) (10.14)

Using the first order backward Euler algorithm, 9n+1 is given by:

0,.,=0,,,At+0, (10.15)

where (:)n+1 is determined from Equation 10.14 (p. 365).

Equation 10.15 (p. 365) can be expressed in terms of ¢, angles in the global frame (see 206), as:

¢ =0, (10.16)

where
1 singtanf cos¢ptand

r=(0 cos¢ -sing (10.17)

0 singsecO cospsecHd

and where 6 and ¢ are Euler Angle Y and Euler Angle X, respectively. For details on Euler Angles
see Rigid Body Motion in the CFX-Solver Modeling Guide.

Integrating in global coordinates using the first order backward Euler algorithm:

¢ =Atd +d, (10.18)

where (])n+1 is determined from Equation 10.16 (p. 365).
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Note that in addition to providing only a first order integration of the rotational momentum the
first order backward Euler method does not exactly conserve total angular momentum and is subject
to potential of encountering Gimbal lock [205].

10.2.2.2.Simo Wong Algorithm

The Simo Wong (ALGO_C1 variant) algorithm is a second order time stepping algorithm that exactly
conserves energy and enforces conservation of total angular momentum. It uses a modified Newmark
integration scheme with constants of the Newmark method given by =" and y=1 to realize the
second order accurate integration. A Quaternion representation is employed to avoid the potential

of Gimbal lock and the use of convected incremental body fixed coordinates is adopted to ensure
conservation of total angular momentum. For more information, see Simo Wong [204].
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Chapter 11: Discretization and Solution Theory

This chapter describes:
11.1.Numerical Discretization
11.2.Solution Strategy - The Coupled Solver
11.3. Discretization Errors

11.1.Numerical Discretization

Analytical solutions to the Navier-Stokes equations exist for only the simplest of flows under ideal
conditions. To obtain solutions for real flows, a numerical approach must be adopted whereby the
equations are replaced by algebraic approximations that can be solved using a numerical method.

11.1.1. Discretization of the Governing Equations

Ansys CFX uses an element-based finite volume method, which first involves discretizing the spatial
domain using a mesh. The mesh is used to construct finite volumes, which are used to conserve rel-
evant quantities such as mass, momentum, and energy. The mesh is three dimensional, but for sim-
plicity we will illustrate this process for two dimensions.

The figure below shows a typical two-dimensional mesh. All solution variables and fluid properties

are stored at the nodes (mesh vertices). A control volume (the shaded area) is constructed around
each mesh node using the median dual (defined by lines joining the centers of the edges and element
centers surrounding the node).
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Figure 11.1: Control Volume Definition
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To illustrate the finite volume methodology, consider the conservation equations for mass, momentum,
and a passive scalar, expressed in Cartesian coordinates:

dp d
3¢ *ax; (P U;)=0 (1.1
9 9 _ 9P 0 ou; 0dU;
m(pUl)+a—xj(pU]Ui]———xi+a—(‘ueff(ax] 51 (11.2)
9
%(p<p)+aixj(pUj<p)=aixj(reff(a—fj])+s¢ (11.3)

These equations are integrated over each control volume, and Gauss’ Divergence Theorem is applied

to convert volume integrals involving divergence and gradient operators to surface integrals. If control
volumes do not deform in time, then the time derivatives can be moved outside of the volume integrals
and the integrated equations become:

% _I[pdV+!p U;dn;=0 (11.4)
% _I[p U,-dV+J-p U;U; dnj=—IP dnj+_“,ueff[ggj aali ]dn] ISU dv (11.5)
Ip¢dV+IpU]¢dn] _[I"fo( (p)dn] ISde (11.6)

where V and s respectively denote volume and surface regions of integration, and dn ; are the differ-
ential Cartesian components of the outward normal surface vector. The volume integrals represent

Release 2021 R2 - © ANSYS, Inc.Allrights reserved.- Contains proprietary and confidential information
368 of ANSYS, Inc.and its subsidiaries and affiliates.



Numerical Discretization

source or accumulation terms, and the surface integrals represent the summation of the fluxes. Note
that changes to these equations need some generalization to account for mesh deformation. For
details, see Mesh Deformation (p. 380).

The next step in the numerical algorithm is to discretize the volume and surface integrals. To illustrate
this step, consider a single element like the one shown below.

Figure 11.2: Mesh Element

n2

ni

integration point

sectors element center

Volume integrals are discretized within each element sector and accumulated to the control volume
to which the sector belongs. Surface integrals are discretized at the integration points (ipn) located

at the center of each surface segment within an element and then distributed to the adjacent control
volumes. Because the surface integrals are equal and opposite for control volumes adjacent to the
integration points, the surface integrals are guaranteed to be locally conservative.

After discretizing the volume and surface integrals, the integral equations become:
p—p° :
V( ; ]+Zm,-p=0 (11.7)
ip

U -p°U;! .
V(252 )+ Sm(w), = X (P an), +
ip ip

U, oU; (1.8)
i J Cc

Z(#eff (aTj+a_:q) A”j).p+5Ui 4

ip ’

po-p° ¢’ : d¢ -
V( At )*Zmip (pip=Z(Feffa_xj A"j), +SpV (11.9)
p 1p ip

where rh,-p: (p U, Anj)ip, V'is the control volume, At is the time step, An; is the discrete outward

surface vector, the subscript ip denotes evaluation at an integration point, summations are over all

the integration points of the control volume, and the superscript ° refers to the old time level. Note
that the First Order Backward Euler scheme has been assumed in these equations, although a second
order scheme (discussed later) is usually preferable for transient accuracy.
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11.1.1.1.Order Accuracy

Many discrete approximations developed for CFD are based on series expansion approximations

of continuous functions (such as the Taylor series). The order accuracy of the approximation is de-
termined by the exponent on the mesh spacing or time step factor of the largest term in the
truncated part of the series expansion, which is the first term excluded from the approximation.
Increasing the order-accuracy of an approximation generally implies that errors are reduced more
quickly with mesh or time step size refinement. Unfortunately, in addition to increasing the compu-
tational load, high-order approximations are also generally less robust (that is, less numerically
stable) than their low-order counterparts. Ansys CFX uses second order accurate approximations

as much as possible. The role of error is discussed further in Discretization Errors (p. 385).

11.1.1.2. Shape Functions

Solution fields and other properties are stored at the mesh nodes. However, to evaluate many of
the terms, the solution field or solution gradients must be approximated at integration points. Ansys
CFX uses finite-element shape functions (unless otherwise noted) to perform these approximations.
Finite-element shape functions describe the variation of a variable ¢ varies within an element as
follows:

Nyode

‘P:ZNifp,- (11.10)
i=1

where N ; is the shape function for node i and ®, is the value of ¢ at node i. The summation is over
all nodes of an element. Key properties of shape functions include:

Nnode
YN=1 (11
i=1
1 i=j
Atnodej, NI,={0 iij' (11.12)

The shape functions used in Ansys CFX are linear in terms of parametric coordinates. They are used
to calculate various geometric quantities as well, including ip coordinates and surface area vectors.
This is possible because Equation 11.10 (p. 370) also holds for the coordinates:
Nnode
y:ZNiJ’,- (11.13)
i=1

The tri-linear shape functions for each supported mesh element are given below:
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11.1.1.2.1. Hexahedral Element

Figure 11.3: Hexahedral Element

—h 5

The tri-linear shape functions for the nodes are:

N.(stu)=(1-s)(1-¢)(1-u)

N(stu)=s(1-t)(1-u)
Nz(s t u) =S t( )
N\stu)=1-

(s£)=(1-5) e(1-) .
N(stu)=(1-s)(1-t) u
Né(s t u) =s( )
N7(S t u) =stu
Ng(stu) ( s)
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11.1.1.2.2.Tetrahedral Element

Figure 11.4: Tetrahedral Element

4

The tri-linear shape functions for the nodes are:

(stu) 1-s-t-u

Eszug (11.15)
N \stu)=t

N,(stu)=u
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11.1.1.2.3.Wedge Element

Figure 11.5: Wedge Element

The tri-linear shape functions for the nodes are:
Nl(s,t,u) = ( 1—s—t) ( 1—u)

Nz(s,t,u):s(l—u)
N. =t{1-
(stu)=t(1-u) (11.16)
N4(s,t,u)=(1—s—t) u
NS(S,t,Ll) =su
Né(s,t,u)=t u
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11.1.1.2.4.Pyramid Element

Figure 11.6: Pyramid Element

The tri-linear shape functions for the nodes are:

Nl(s,t,u) = ( 1—5) ( 1—t) ( 1—u)

Nz(s,t,u) :s( 1—t) ( 1—u)

N(stu)=st(1-u) (11.17)
N,,(s,t,u) = ( 1—3) t( 1—u)

Ns(s,t,u):u

11.1.1.3. Control Volume Gradients

In a few situations, gradients are required at nodes. Ansys CFX uses a form of the Gauss’ divergence
theorem to evaluate these control volume gradients:

1 -
V=7 4 (o An),-,, (11.18)

where A7 is the outward surface vector at ip.

This formula requires that ¢ be evaluated at integration points using finite-element shape functions.

11.1.1.4. Advection Term

The advection term requires the integration point values of ¢ to be approximated in terms of the
nodal values of ¢.The advection schemes implemented in Ansys CFX can be cast in the form:

9= P+ BV - AT (11.19)
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where Pup is the value at the upwind node, and 7 is the vector from the upwind node to the ip.

Particular choices for § and V¢ yield different schemes as described below.
11.1.1.4.1. 1st Order Upwind Differencing Scheme

A value of =0 yields a first order Upwind Difference Scheme (UDS). This scheme is very robust,
but it will introduce diffusive discretization errors that tend to smear steep spatial gradients as
shown below:

A A
u u

= X = X

11.1.1.4.2. Specified Blend Factor

By choosing a value for § between 0 and 1, and by setting V¢ equal to the average of the adja-
cent nodal gradients, the discretization errors associated with the UDS are reduced. The quantity

B V(p-A?, called the Numerical Advection Correction, may be viewed as an anti-diffusive correction
applied to the upwind scheme. The choice =1 is formally second-order-accurate in space, and

the resulting discretization will more accurately reproduce steep spatial gradients than first order
UDS. However, it is unbounded, and may introduce dispersive discretization errors that tend to
cause non-physical oscillations in regions of rapid solution variation as shown below.

A A
u u

- X = X

11.1.1.4.3. Central Difference Scheme

With the central difference scheme (CDS), B is set to 1 and V ¢ is set to the local element
gradient. An alternative interpretation is that ®,, is evaluated using the tri-linear shape functions:
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(pip= zn:Nn(Sip:tip:uip) (pn (11.20)

The resulting scheme is also second-order-accurate, and shares the unbounded and dispersive
properties of the Specified Blend Factor scheme. An additional undesirable attribute is that CDS
may suffer from serious decoupling issues. While use of this scheme is not generally recommended,
it has proven both useful for LES-based turbulence models.

11.1.1.4.4. Bounded Central Difference Scheme

The central differencing scheme described above is an ideal choice in view of its low numerical
diffusion. However, it often leads to unphysical oscillations in the solution fields. In order to avoid
these oscillations, the bounded central difference (BCD) scheme can be used as the advection
scheme.

The bounded central difference scheme is essentially based on the normalized variable diagram
(NVD) approach [213] together with the convection boundedness criterion (CBC) [214]. It uses
the central difference scheme wherever possible, but blends to the first-order upwind scheme
when the CBC is violated.

The bounded central difference scheme is suitable both for the LES and the SAS or DES turbulence
models. For SAS and DES, the bounded central difference scheme then replaces the numerical
blending between the central differencing scheme and the specified differencing scheme. See
Discretization of the Advection Terms (p. 148) for more details regarding the numerical blending.

11.1.1.4.5.High Resolution Scheme

The High Resolution Scheme uses a special nonlinear recipe for 8 at each node, computed to be
as close to 1 as possible without introducing new extrema. The advective flux is then evaluated
using the values of f and V¢ from the upwind node. The recipe for 8 is based on the
boundedness principles used by Barth and Jesperson [28]. This methodology involves first com-
putinga ¢ . and P At each node using a stencil involving adjacent nodes (including the
node itself). Next, for each integration point around the node, the following equation is solved
for [ to ensure that it does not undershoot @ . orovershoot¢q . -

P =Pyt B VAT (11.21)

The nodal value for (8 is taken to be the minimum value of all integration point values surrounding
the node. The value of § is also not permitted to exceed 1. This algorithm can be shown to be
Total Variation Diminishing (TVD) when applied to one-dimensional situations.

11.1.1.5. Diffusion Terms

Following the standard finite-element approach, shape functions are used to evaluate spatial deriv-
atives for all the diffusion terms. For example, for a derivative in the X direction at integration point
ip:

_«ON,
ip_; dx

d¢
ax

@ (11.22)
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The summation is over all the shape functions for the element. The Cartesian derivatives of the
shape functions can be expressed in terms of their local derivatives via the Jacobian transformation

matrix:
] fx v al'[aw
ox Os O0s Os 0Os
ON |_|ax 9y oz oN
dy |7|ac o o ot (11.23)
N | lox Wy oz| [
0z du Ou OJu du

The shape function gradients can be evaluated at the actual location of each integration point (that
is, true tri-linear interpolation), or at the location where each ip surface intersects the element edge
(that is, linear-linear interpolation). The latter formulation improves solution robustness at the expense
of locally reducing the spatial order-accuracy of the discrete approximation.

11.1.1.6. Pressure Gradient Term

The surface integration of the pressure gradient in the momentum equations involves evaluation
of the expression:

(Pany), (11.24)

The value of P i, is evaluated using the shape functions:

Pip:ZNn(Sipltip:uip) P, (11.25)
n

As with the diffusion terms, the shape function used to interpolate P can be evaluated at the actual
location of each integration point (that is, true tri-linear interpolation), or at the location where
each ip surface intersects the element edge (that is, linear-linear interpolation). By default, linear-
linear interpolation is used unless the flow involves buoyancy, in which case tri-linear interpolation
is used for improved accuracy.

11.1.1.7. Mass Flows

The discrete mass flow through a surface of the control volume, denoted by rhip, is given by:
rhip:(p U} Anj)ip (1126)

This expression must be discretized carefully to lead to proper pressure-velocity coupling and to
accurately handle the effects of compressibility, as discussed below.

11.1.1.7.1. Pressure-Velocity Coupling

Ansys CFX uses a co-located (non-staggered) grid layout such that the control volumes are
identical for all transport equations. As discussed by Patankar [118], however, naive co-located
methods lead to a decoupled (checkerboard) pressure field. Rhie and Chow [2] proposed an al-
ternative discretization for the mass flows to avoid the decoupling, and this discretization was
modified by Majumdar [119] to remove the dependence of the steady-state solution on the time
step.
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A similar strategy is adopted in Ansys CFX. By applying a momentum-like equation to each integ-
ration point, the following expression for the advecting (mass-carrying) velocity at each integration
point is obtained:

- dp| dp —o
Ui,ip=Ui,ip+fip(a_Xi T ox; )‘Cipf,-p(ugip‘ui,ip) (11.27)
p ip
dip
fo™T=c, d (11.28)
dip=—4 (11.29)
A = approximation to the central coefficient of momentum equation, excluding the transient
term
Cip=Af (11.30)

The overbars indicate averaging of adjacent vertex values to the integration point, while the °
superscript denotes values at the previous time step.

The naive discretization, given simply by averaging the adjacent vertex velocities to the integration
point, is augmented by a high-order pressure variation that scales with the mesh spacing. In
particular, when substituted into the continuity equation, the expression

dp| dp
fip(a_x,. —= ,-p) (11.31)

T 0x;
3
becomes a fourth derivative of pressure that scales with (Ax) . This expression represents a
spatially third-order accurate term, and is sometimes also called the pressure-redistribution term.
This term is usually significantly smaller than the average of vertex velocities, especially as the
mesh is refined to reasonable levels.

ip

In some cases, the pressure-redistribution term can produce apparently significant spurious velocity
fields. This may occur when a strong pressure gradient is required to balance a body force, S;,

such as buoyancy or porous drag. In these cases, the Rhie Chow discretization may lead to velocity
wiggles at locations where the body force is discontinuous (for example., at a free surface interface,
or at the boundary of a porous region). The wiggles are greatly reduced or eliminated by redis-
tributing the body force as follows:

d ap -
fip((a—i—Si)ip—(a—i—Si]ip] (11.32)

11.1.1.7.2. Compressibility

Mass flow terms in the mass conservation equation involve a product of the density and the ad-
vecting velocity. For compressible flows, the discretization of this product is made as implicit as
possible with the use of the following Newton-Raphson linearization:

(pU)" Axpr U° A+p° U™ A-po U° A (11.33)
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Here, the superscripts n and o respectively indicate the current and previous iterates. This results
in an active linearization involving both the new density and velocity terms for compressible
flows at any Mach number. The value of p" is linearized in terms of pressure as

dp
pr=p°+5-| (P"-p°) (11.34)
dp r

11.1.1.8.Transient Term

For control volumes that do not deform in time, the general discrete approximation of the transient
term for the n'" time step is:

d (0e)"-(pe)”
%.l[p‘P‘”hV A7 (11.35)

where values at the start and end of the time step are assigned the superscripts " and " r

spectively.

e_

With the First Order Backward Euler scheme, the start and end of time step values are respectively
approximated using the old and current time level solution values. The resulting discretization is:
P P—p°¢° ]

d
mlp(pdV:V( AL (11.36)

It is robust, fully implicit, bounded, conservative in time, and does not have a time step size limitation.
This discretization is, however, only first-order accurate in time and will introduce discretization

errors that tend to diffuse steep temporal gradients. This behavior is similar to the numerical diffusion
experienced with the Upwind Difference Scheme for discretizing the advection term.

With the Second Order Backward Euler scheme, the start and end of time step values are respectively
approximated as:

(p0)*=(p ) +3((p0)~(p0)") (137)

(po)=(p0)+1((p9)-(p0)") (1138)

When these values are substituted into the general discrete approximation, Equation 11.35 (p. 379),
the resulting discretization is:

%_‘[mpdeVﬁ(%(p 0)-2(p9) +3(p0)”) (11.39)

This scheme is also robust, implicit, conservative in time, and does not have a time step size limit-
ation. It is second-order accurate in time, but is not bounded and may create some nonphysical
solution oscillations. For quantities such as volume fractions, where boundedness is important, a
modified Second Order Backward Euler scheme is used instead.

The default startup option for 2nd order transient discretization uses 1st order discretization for
the first timestep. Since 1st order discretization interprets the solution at the end of the timestep,
and 2nd order disrecetization interprets the solution in the middle of the timestep, a conservation
error occurs in the first step. The expert parameter t r ansi ent startup opti on (described
in Discretization Parameters in the CFX-Solver Modeling Guide) can be used to partially correct this
'half-timestep' conservation error. The error can be further minimized by reducing the timestep.
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11.1.1.9. Mesh Deformation

The integral conservation equations presented above in Equation 11.4 (p. 368) must be modified
when the control volumes deform in time. These modifications follow from the application of the
Leibnitz Rule:

d dp
E-{)‘Pdv:.‘[ﬁ dV*.[‘#’Wfd"j (11.40)
Vit

where W is the velocity of the control volume boundary.

As before, the differential conservation equations are integrated over a given control volume. At
this juncture, the Leibnitz Rule is applied, and the integral conservation equations become:

t
i .[pUidV+.!-p(Uj_Wf) U;dn;
40} (11.42)

=—_!P dnj+_!yeff (ZTU; +Z—§2) dnj+l_[SUidV

0
% V_!‘)pQDdWJS‘P(Uer) (Pdnj=.!‘reff (a_;fj) dnj+_‘[5<p av (11.43)
t

The transient term accounts for the rate of change of storage in the deforming control volume,
and the advection term accounts for the net advective transport across the control volume's moving
boundaries.

Erroneous sources of conserved quantities will result if the Geometric Conservation Law (GCL):

d
at {)dV=!Wj dn; (11.44)
14

is not satisfied by the discretized transient and advection terms. The GCL simply states that for each
control volume, the rate of change of volume must exactly balance the net volume swept due to
the motion of its boundaries. The GCL is satisfied by using the same volume recipes for both the
control volume and swept volume calculations, rather than by approximating the swept volumes
using the mesh velocities.

11.1.2.The Coupled System of Equations

The linear set of equations that arise by applying the finite volume method to all elements in the
domain are discrete conservation equations. The system of equations can be written in the form:

Za;ﬁb @rb=b; (11.45)
nb;

where @ is the solution, b the right hand side, a the coefficients of the equation, i is the identifying
number of the control volume or node in question, and nb means "neighbor", but also includes the
central coefficient multiplying the solution at the jth location. The node may have any number of
such neighbors, so that the method is equally applicable to both structured and unstructured meshes.
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The set of these, for all control volumes constitutes the whole linear equation system. For a scalar
equation (for example, enthalpy or turbulent kinetic energy), a;/®, (p;?b and b ; are each single numbers.

For the coupled, 3D mass-momentum equation set, they are a (4 x 4) matrix or a (4 x 1) vector, which

can be expressed as:
Ay Ay duyw Aup nb

b Qyy Ay Gy Qvp
ar’= (11.46)
t Ayy Aywy Gwyw Qwp

Apu  Apv Gpw dpp .

and

u1nb

= V‘f} (11.47)
Pl;
b,
bV

b=y, (11.48)
bp-

i

It is at the equation level that the coupling in question is retained and at no point are any of the

rows of the matrix treated any differently (for example, different solution algorithms for momentum
versus mass). The advantages of such a coupled treatment over a non-coupled or segregated approach
are several: robustness, efficiency, generality, and simplicity. These advantages all combine to make

the coupled solver an extremely powerful feature of any CFD code. The principal drawback is the

high storage needed for all the coefficients.

11.2.Solution Strategy - The Coupled Solver

Segregated solvers employ a solution strategy where the momentum equations are first solved, using
a guessed pressure, and an equation for a pressure correction is obtained. Because of the ‘guess-and-
correct’ nature of the linear system, a large number of iterations are typically required in addition to
the need for judiciously selecting relaxation parameters for the variables.

Ansys CFX uses a coupled solver, which solves the hydrodynamic equations (for u, v, w, p) as a single
system. This solution approach uses a fully implicit discretization of the equations at any given time
step. For steady-state problems, the time-step behaves like an ‘acceleration parameter; to guide the
approximate solutions in a physically based manner to a steady-state solution. This reduces the number
of iterations required for convergence to a steady-state, or to calculate the solution for each time step
in a time-dependent analysis.

11.2.1.General Solution
The flow chart shown below illustrates the general field solution process used in the CFX-Solver.

The solution of each set of field equations shown in the flow chart consists of two numerically intensive
operations. For each time step:
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1. Coefficient Generation: The nonlinear equations are linearized and assembled into the solution
matrix.

2. Equation Solution: The linear equations are solved using an Algebraic Multigrid method.

When solving fields in the CFX-Solver, the outer (or time step) iteration is controlled by the physical
time scale or time step for steady and transient analyses, respectively. Only one inner (linearization)
iteration is performed per outer iteration in steady-state analyses, whereas multiple inner iterations
are performed per time step in transient analyses.
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11.2.2. Linear Equation Solution

Ansys CFX uses a Multigrid (MG) accelerated Incomplete Lower Upper (ILU) factorization technique
for solving the discrete system of linearized equations. It is an iterative solver whereby the exact
solution of the equations is approached during the course of several iterations.

The linearized system of discrete equations described above can be written in the general matrix
form:

[4][]=[p] (11.49)
where [A] is the coefficient matrix, [qo] the solution vector and [b] the right hand side.

The above equation can be solved iteratively by starting with an approximate solution, ¢", that is to
be improved by a correction, ¢’, to yield a better solution, @1, that is,

=@+’ (11.50)
where ¢' is a solution of:
A@'=rn (11.51)
with r, the residual, obtained from:
r'=b-A ¢" (11.52)

Repeated application of this algorithm will yield a solution of the desired accuracy.

By themselves, iterative solvers such as ILU tend to rapidly decrease in performance as the number
of computational mesh elements increases. Performance also tends to rapidly decrease if there are
large element aspect ratios present.

11.2.2.1. Algebraic Multigrid

The convergence behavior of many matrix inversion techniques can be greatly enhanced by the

use of a technique called ‘multigrid’ The multigrid process involves carrying out early iterations on

a fine mesh and later iterations on progressively coarser virtual ones. The results are then transferred
back from the coarsest mesh to the original fine mesh.

From a numerical standpoint, the multigrid approach offers a significant advantage. For a given
mesh size, iterative solvers are efficient only at reducing errors that have a wavelength of the order
of the mesh spacing. So, while shorter wavelength errors disappear quite quickly, errors with longer
wavelengths, of the order of the domain size, can take an extremely long time to disappear. The
Multigrid Method bypasses this problem by using a series of coarse meshes such that longer
wavelength errors appear as shorter wavelength errors relative to the mesh spacing. To prevent

the need to mesh the geometry using a series of different mesh spacings, Ansys CFX uses Algebraic
Multigrid.

Algebraic Multigrid [25] forms a system of discrete equations for a coarse mesh by summing the
fine mesh equations. This results in virtual coarsening of the mesh spacing during the course of

the iterations, and then re-refining the mesh to obtain an accurate solution. This technique signific-
antly improves the convergence rates. Algebraic Multigrid is less expensive than other multigrid
methods because the discretization of the nonlinear equations is performed only once for the finest
mesh.
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Ansys CFX uses a particular implementation of Algebraic Multigrid called Additive Correction. This
approach is ideally suited to the CFX-Solver implementation because, it takes advantage of the fact
that the discrete equations are representative of the balance of conserved quantities over a control
volume. The coarse mesh equations can be created by merging the original control volumes to
create larger ones as shown below. The diagram shows the merged coarse control volume meshes
to be regular, but in general their shape becomes very irregular. The coarse mesh equations thus

impose conservation requirements over a larger volume and in so doing reduce the error components

at longer wavelengths.
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11.2.3.Residual Normalization Procedure

As described above, the raw residual, [1], is calculated as the imbalance in the linearized system of
discrete equations. The raw residuals are then normalized for the purpose of solution monitoring and
to obtain a convergence criteria. An overview of the normalization procedure is given below.

For each solution variable, ¢, the normalized residual is given in general by:
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[7]= aE)rz](p (11.53)

where ry, is the raw residual control volume imbalance, a , is representative of the control volume
coefficient, and A¢ is a representative range of the variable in the domain. The exact calculation of
ap,and Ag is not simple and is not presented here. However, some important notes are:

1. The normalized residuals are independent of the initial guess.

2. a,is the central coefficient of the discretized control volume equation and therefore includes
relevant advection, diffusion, source linearization, and other terms.

3. For steady-state simulations, the time step is used only to underrelax the equations and is
therefore excluded from the normalization procedure. This ensures that the normalized residuals
are independent of the time step. The transient term is included in a , for transient simulations.

4. For multiphase, if equations are coupled through an interphase transfer process (such as interphase
drag or heat transfer), the residuals are normalized by the bulk a .

11.3.Discretization Errors

There are often differences between the exact analytical solution of the modeled differential equations
(see Equation 11.1 (p. 368)), and the fully converged solution of their discrete representations (see
Equation 11.4 (p. 368)). These differences are referred to as discretization errors.

Like the principal variables being solved for, errors in these values are both generated by localized
sources and propagated (that is, amplified, advected, diffused) throughout the solution domain. Localized
sources of error result from the high-order terms that are excluded from the discrete approximations of
terms in the modeled equations. Conversely, error propagation results from the form of the terms that
are included in the discrete approximations. Both error sources and propagation are affected by the
solution and mesh distributions, as discussed in Controlling Error Sources (p. 385) and Controlling Error
Propagation (p. 386).

11.3.1. Controlling Error Sources

Reducing the source of solution error (that is, the magnitude of terms excluded in the discrete ap-
proximations) is critical if accurate numerical solutions are desired. The two most effective strategies
for accomplishing this are to increase the order-accuracy of discrete approximations (for example,
using the high resolution rather than the upwind difference advection scheme) and/or to reduce the
mesh spacing in regions of rapid solution variation. The former strategy is discussed above (see Ad-
vection Term (p. 374)), and implications of the latter are now considered.

Finely spaced isotropic mesh distributions are ideal, but they are often not tractable. A more useful
strategy for reducing sources of solution error is to generate anisotropic meshes with fine spacing in
directions of most rapid solution variation and relatively coarse spacing in other directions. This is
exemplified by typical boundary layer meshes that are compressed in the direction of most rapid
solution variation (that is, normal to the wall).

It is important to realize, however, that sources of solution error are also affected by poor geometrical
mesh quality (see Measures of Mesh Quality in the CFX-Solver Modeling Guide). In particular, the error
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source contributions due to the discretization of transient/storage, diffusion, source and Rhie-Chow
redistribution terms increase with mesh anisotropy. This is why, for example, high orthogonality and
low expansion factors are recommended in boundary layer meshes where diffusive transport dominates.

11.3.2. Controlling Error Propagation

Controlling the transport and, more importantly, the amplification of error, is also critical, given that
sources of solution error can often only be reduced and not eliminated. Little can be done to reduce
error transport because error is subject to the same physical processes (such as, advection or diffusion)
as the conserved quantities. Fortunately, the amplification of error is more easily controlled.

Errors are amplified by strong unphysical influences in the discrete form of the modeled equations.
These unphysical influences will lead to convergence difficulties, and in extreme cases, complete di-
vergence. Similar to error sources, error amplification is controlled through the choice of discretization
and/or the mesh distribution.

As highlighted above, (unphysical) negative influences may be introduced into the discretization
through the finite-element shape functions, and these influences may grow as geometrical mesh
quality (see Measures of Mesh Quality in the CFX-Solver Modeling Guide) deteriorates. Tri-linear shape
functions, for example, are more susceptible to negative influences than linear-linear shape functions.
Nevertheless, tri-linear shape functions are used as much as possible due to their improved accuracy,
and linear-linear shape functions are used whenever solution robustness is critical.

Geometrical mesh quality is important regardless of the shape functions used. An excellent example
of this occurs when mesh elements are folded. If the mesh is sufficiently folded, control volumes be-
come negative and the balance between the transient/storage and flow terms is rendered physically
invalid. The amount of a conserved quantity within a control volume will actually decrease given a
net flow into the control volume.
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